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Operational Forecast

* High resolution deterministic forecast: twice per day
-9 km 137-level, to 10 days ahead

 Ensemble forecast: twice daily - 51 members, 20/30
km 91-level, to 15 days ahead

 Monthly forecast: twice a week - 51 members, 20/30
km 91 levels, to 1 month ahead (46 days ahead)

e Seasonal forecast: once a month - 51 members,
~80 km, 91 levels, to 7 months ahead
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The Archive

petabytes

Yearly growth rates between 37% - 58% depending on HPC
availability (~ 1PB/week at the moment)
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EXperiments

e Forecast/reanal VS Is/climate A ve [; age Job D st r t I{‘t jon or CA
simulations e S St

 Each Experiment has thousands of

steps/tasks 21%
« Each task can be (i.e. often is) an MPI | I '

job
« Tasks can be composed into higher- L

level tasks (families)
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Challenges

* Application pertformance bottlenecks

* Workflow performance bottlenecks (e.g. network
contention, lustre performance)

* Power usage and availability
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Challenges

* Current tools (e.g Alinea MAP and Darshan) only
work at the compiled code level

* No off-the-shelf tools for workflow-level analysis
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INnsignts

* Workflow -> Application
» HPC Cluster -> Single machine

* Power defines the envelope
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Predict resource utilisation (including network)

Interleave computation & [O

Oversubscribe nodes

Find the sweet spot in the power/nodes/cores/time

space

Francesco Pierfederici - ADASS 2016



s~ ECMWF

Vlieasure

e Full workflow profiler (non intrusive, non sampling)
* High-performance (5K-10K hits/second/workflow)
* Generates a model of

e computation

* |O

* communication

 Feeds back to the resource manager
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Thank you!
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