
Jeffrey C. Smith1*, Douglas A. Caldwell1, Jennifer Campbell2, Roberto Carlino3, Aaron D. Chacon5, Forrest Girouard4, Christopher Hull3, Jon M. Jenkins7,  
Masoud Mansouri-Samani3, Sean McCauliff2, Robert L. Morris1, Eugene Pavlenko3, Mark Rose6, Dwight Sanderfer7, Peter Tenenbaum1, Joseph D. Twicken1, Bill Wohler1


*jeffrey.smith@nasa.gov  
1SETI Institute, 2Wyle Labs, 3SGT Inc, 4Logyx LLC, 5Millennium Engineering, 6Leidos, 7NASA Ames Research Center, Moffett Field, CA, USA

• New data downlink every two weeks (one orbit)! 
• First two weeks of data processed to assess photometer performance and set 

configuration parameters for final processing of all ~27.4 days of data 
• Each full sector processing task can take no longer than 27.4 days 
• Polar targets with multi-sector data will be searched with multi-sector transit searches 
• With two clusters we can overlap the sector processing and fit within the 27.4 day 

budget with margin.

Monthly Processing Schedule

Pipeline Architecture Flow Chart

SPOC

    Science Pipeline & Other Infrastructure

Photometric
Analysis

(PA)

Transiting 
Planet 
Search
(TPS)

Raw 
Flux

Data
Validation

(DV)

Threshold-crossing 
Events (TCEs)

    Photometer Management

POC

Original
Pixel 
Data

POC

Planet
Candidates

and 
Reports

Photometer Performance Metrics

CDPP

Data 
Receipt

(DR)
Archive 

(AR)

Photometer 
Performance 
Assessment

(PPA)

Pipeline 
Infrastructure

(PI)

Presearch 
Data 

Conditioning
(PDC)

Raw 
Pixels

Datastore
(ADB/Postgres)

Corrected 
Flux

CAL Metrics

TESS 
Input 

Catalog

Target Lists

Calibration
(CAL)

PA Metrics

Models (MOD)

Synthetic Data

Optimal
Apertures

Centroids

End-to-End
Model
(Lilith)

Compression
(COMP)

Compression
Tables

Models

Compute 
Optimal 
Aperture

(COA)

Compression
Tables

Exports

Target Lists

Synthetic Data

Calibrated
Pixels

Models

Compression
Tables

TSO

MAST

Archive
Products

Models

Corrected Flux

Pipeline GUI

Spacecraft Acitvity

Preliminary Processing
(Cluster OPS-2)

S1O2 
FFI 
(2d)

S2O1 
FFI 
(2d)

S2O2 
FFI 
(2d)

S1O2 
FFI 
(2d)

S3O1 
FFI 
(2d)

Visiting Scientist / 
DAWG Review

Archive Processing 
(Cluster OPS-1)

S1 
Plnt 
Srch 

(1.3d)

S2 
Plnt 
Srch 

(1.3d)
Visiting Scientist / 

DAWG 
Ship 
S1

Ship 
S2

Collect Sector 4, Orbit 1 Collect Sector 4, Orbit 2

S1 review (10d) S2 review (10d)

S2 review (5d)

S2 Full FFI 
(4.1d)

S2 Full Photometry Pipeline Run (16.4d)

S2O2 Prelim. Assesment Pipeline 
Run (10.2d)

S1 review (5d)

S1O2 Prelim. Assesment Pipeline 
Run (10.2d)

S3O2 Prelim. Assesment Pipeline 
Run (10.2d)

Collect Sector 2, Orbit 1

S2O1 prelim. Assement Pipeline 
Run (10.2d)

Collect Sector 2, Orbit 2 Collect Sector 3, Orbit 1 Collect Sector 3, Orbit 2

S3O1 prelim. Assement Pipeline 
Run (10.2d)

S3 review (5d)

S3 Full FFI 
(4.1d)

S3 Full…S1 Full FFI 
(4.1d)

S1 Full Photometry Pipeline Run (16.4d)

Sector 1 processing
Sector 2 processing

Key Updates to Kepler Pipeline to Keep Up With 
Faster TESS Data and Processing Rates

• Calibration module re-written in C++ 
- Bias, dark current, cosmic rays, pixel-pixel sensitivity, 

shutterless smear, read-out electronics corrections, & etc… 
– Matlab is an excellent platform for data processing, analysis 

and debugging but not fast enough for a 27 day turnaround 
time for the raw pixel data calibrations. 

• Other bottleneck functions re-written in C++ and called in Matlab 
• Full processing to occur on the NASA Pleiades Supercomputer 
• Data storage, memory and data transmission rates have also 

increased since the Kepler pipeline development. 
• Lessons learned from 8 years of Kepler processing have 

resulted in many small tweaks in performance adjustments as 
we transport the code for use with TESS. 
- Starting with an extremely mature and well understood 

codebase

• Single-Sector Data Products: 
• Target Pixel Files: Raw and calibrated pixel data 
• Target Light Curve Files: Photometric Analysis and cotrended time series data 
• Full Frame Image (FFI) Files: Raw, calibrated and uncertainty images of the CCDs 
• Collateral Pixel Files: Raw and calibrated collateral pixel data 
• Cotrending Basis Vectors (CBVs): The set of systematic trends present in the ensemble 

flux data 
• Focal Plane Characteristics (FC) models: updated FC models used in the SPOC 

pipeline 
• Planet Search Data Products (Data Validation Reports): 

• DV Results Files: TCE (Threshold Crossing Event) ephemeris and diagnostic results 
from DV, one per target 

• DV Full Reports: Multi-page reports containing data and plots, one per target 
• DV Summary Reports: Single-page reports containing plots and data on each TCE, one 

per planet candidate 
• DV Time Series Data: Several types of flux time series data produced by DV, one per 

target

DV Summary Report Example

Reduce, Reuse, Recycle: 
The Success of the Kepler Transit Finding Pipeline and its 

Adaptation to the Transiting Exoplanet Survey Satellite (TESS)

TESS SPOC Data Products
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DV Fit Results:
Period = 10.30402 [0.00002] d
Epoch = 138.5010 [0.0020] BKJD
Rp/R* = 0.0170 [0.0043]
a/R* = 13.30 [14.38]
b = 0.72 [0.74]
Teq = 850 K
Rp = 1.94 Re
a = 0.0902 AU

DV Diagnostic Results:
Epoch−sig: 99.2% [0.01σ]
ShortPeriod−sig: N/A
LongPeriod−sig: 100.0% [10.20σ]
ModelChiSquare2−sig: 99.9%
Bootstrap−pfa: 7.70e−99
Centroid−sig: 26.0%
Centroid−so: 0.296 arcsec [1.19σ]
OotOffset−rm: 0.174 arcsec [1.08σ]
KicOffset−rm: 0.063 arcsec [0.49σ]
OotOffset−bf: N/A
KicOffset−bf: N/A
OotOffset−st: 4/4/4/5 [17]
KicOffset−st: 4/4/4/5 [17]
DiffImageQuality−fgm: 1.00 [17/17 of 17]

KIC: 6541920     Candidate: 6 of 6     Period: 10.304 d
KOI: K00157.06     Name: Kepler−11b     Corr: 0.973

Software Revision: svn+ssh://murzim/repo/soc/tags/release/9.2.19@56803    −−    Date Generated: 25−Sep−2014 05:15:11 Z
This Data Validation Report Summary was produced in the Kepler Science Operations Center Pipeline at NASA Ames Research Center

For details see  "The TESS Science Processing Operations Center" by Jon M. Jenkins et al., 
Proc. SPIE 9913, Software and Cyberinfrastructure for Astronomy III, 99133E (August 8, 2016); doi:10.1117/12.2233418
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Abstract
Building upon the great success of the Kepler mission, the team at NASA Ames Research 
Center is adapting the Kepler Science Processing Pipeline for use with the Transiting 
Exoplanet Survey Satellite (TESS), which will conduct a search for Earth’s closest cousins 
starting in late 2017. TESS will conduct an all-sky transit survey of F, G and K dwarf stars 
between 4 and 12 magnitudes and most known M dwarf stars within 200 light years. TESS will 
discover ~1,000 small planets and measure the masses of at least 50 planets of less than 4 
Earth radii. For each 27.4-day period, TESS will observe a 24° by 96° swath of sky extending 
from near the ecliptic equator to the ecliptic pole. 


The TESS Science Processing Operations Center (SPOC) is being developed based on the 
Kepler Science Operations Center. The pipeline will run on the NAS Pleiades supercomputer 
and provide calibrated pixels, simple and systematic error-corrected aperture photometry, and 
centroid locations for all 200,000+ target stars observed over the 2-year mission, along with 
associated uncertainties.


The TESS pipeline will search through all light curves for evidence of periodic transit signals 
that occur when a planet crosses the disk of its host star. It will generate a suite of diagnostic 
metrics for each transit-like signature discovered, and extract planetary parameters by fitting a 
limb-darkened transit model to each potential planetary signature. The results of the transit 
search will be similar in content to the highly successful  Kepler transit search products 
(tabulated numerical results, time series products, and pdf reports) all of which are modeled 
on the Kepler products and will be archived to the Mikulski Archive for Space Telescopes 
(MAST).

Why Kepler SOC      TESS SPOC?

• Essentially, the same basic mission: 
–~Same raw data 
–~Same pixel calibrations necessary 
–~Same types of systematics 
–~Same science goals 
–~Same science data products 

• Can utilize Kepler personnel, wisdom and heritage 
• ~67% reuse of Kepler Java pipeline infrastructure code 
• ~74% reuse of Kepler Matlab science processing code 
• Most changes are simply due to differences in data rates 

between Kepler and TESS 
• Estimate is that the total software development time will 

be only 14% versus developing the SPOC from scratch


