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Tutorials

T1:    Simon  O'Toole

Australian Astronomical Observatory

Everything you’ve heard about Agile development is wrong

I propose an educational session on Agile software development. There are many astronomical projects where
using Agile methods can lead to great efficiency gains. This is especially important in a time of ever-limited
resources. I will put to rest many of the misconceptions about Agile and provide an overview of the various
Agile methodologies. The main focus of the session will be to introduce the common Agile techniques and the
basics of prioritisation and timeboxing. The goal of the tutorial is to teach skills that can be incorporated into
new, and even existing, astronomical software projects.
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Tutorials

T2:    Thomas  Robitaille

Freelance Scientific Software Developer

Multi-dimensional linked data exploration with glue

Modern data analysis and research projects often incorporate multi-dimensional data from several sources,
and new insights are increasingly driven by the ability to interpret data in the context of other data. Glue
(http://www.glueviz.org) is a graphical environment built on top of the standard scientific Python stack to
visualize relationships within and between data sets. With glue, users can load and visualize multiple related
data sets simultaneously, specify the logical connections that exist between data, and this information is
transparently used as needed to enable visualization across files. Glue includes a number of data viewers
such as a scatter plot viewer, an image viewer, and more advanced 3D viewers, and also provides a mechanism
for users to build their own custom visualizations. The aim of this (beginner) tutorial will be to get users set
up with glue, loading datasets, interactively learning about the different viewers, and exploring data with
linked selections.
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Session 1 - Key Theme 4 - Long-term Management of Data Archives

I1.1:    Cristophe  Arviset

ESA, European Space Astronomy Centre, Madrid, Spain

From ISO to Gaia : a 20-years journey through data archives management

In the mid-90s, ESA decided to change its data management strategy and started to build at ESAC data archives
for its space science missions, initially for its Infrared Space Observatory and then expanding through other
astronomy missions and later on, to planetary and solar heliospheric missions. The ESAC Science Data Centre
now hosts more than 15 science archives, with various others in preparation.
Technology has evolved a lot through this period, from the simple web pages towards rich thin layer web
applications, interoperable and VO built-in archives. Maintaining old legacy archives while building new and
state of the art ones (eg Gaia), managing people and preserving expertise over many years, offering innovative
multi missions services and tools to enable new science (ESASky) have been some of the many challenges that
had to be dealt with.
Future prospects ahead of us also look exciting with the advent of the "Archives 2.0" concept, where scientists
will be able to work "within" the archive itself, bringing their analysis code to the data, sharing their data,
code and results with others.
Data Archives have been and continue to be in constant transformation and they are now to evolved towards
collaborative science exploitation platforms.

ora sess. dalle

ora relazione dalle

Oral abstract TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Session 1 - Key Theme 4 - Long-term Management of Data Archives

O1.2:    Sara  Nieto

ESAC - European Space Astronomy Center, European Space Agency, Spain

THE EUCLID ARCHIVE SYSTEM: A Data-centric approach to big data

Euclid is the ESA M2 mission and a milestone in the understanding of the geometry of the Universe. Euclid faces
two main challenges from the point of view of the data processing. Firstly, the unprecedented accuracy which
must be achieved in order to meet the scientific goals. Secondly, the mission will depend heavily on the
processing and reprocessing of ground-based data which will form the bulk of the stored data volume. In
total Euclid will produce up to 26 PB per year of observations. The Euclid Archive System (EAS) is in the core of
the Euclid Science Ground Segment. It supports the processing and storage of Euclid data from the raw frames
to the creation of science-ready images and catalogues.

The Euclid Archive System consists of three components. The Data Processing System (DPS) provides a
centralized metadata storage system to support data processing while the Distributed Storage System (DSS)
stores the data files. Regarding the long term preservation, the EAS will provide access to the most valuable
scientific metadata through the Science Archive System (SAS). The SAS is being built at the ESAC Science Data
Centre (ESDC), which is responsible for the development and operations of the scientific archives for the
Astronomy, Planetary and Heliophysics missions of ESA. The SAS is focused on the needs of the scientific
community and it will provide access to the most valuable scientific metadata coming through a set of public
data releases.

The DPS implements the object-orientated Euclid Common Data Model which describes both the scientific data
(data products generated by pipelines) and the processing/operational metadata. The latter includes the
processing and data distribution orders, location of the file in the DSS and processing plans. The content of the
DPS is mapped to the SAS which implements the relational Science Exploitation Data Model, optimised for use in
scientific exploration.

We review the architectural design of the system, implementation progress with tests and the main
challenges in the building of the EAS.

ora sess. dalle

ora relazione dalle

Oral abstract TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Session 1 - Key Theme 4 - Long-term Management of Data Archives

O1.3:    Stephan  Witz

NRAO - National Radio Astronomy Observatory

Towards a Self-Healing Archive

The new NRAO Archive encompasses data from the Jansky VLA, the legacy VLA, the Green Bank Telescope and the
VLBA while additionally providing access to ALMA data stored and managed separately. In this environment,
metadata is extracted centrally but generated independently by different software for each instrument.
Errors in metadata generation and extraction are unavoidable, but after fixing the bug, how do you correct
the data? This paper introduces a self-healing approach that leverages otherwise idle archive storage nodes
by having them continuously re-parse stored metadata with the latest software. Upon detecting a difference,
the re-parser can take certain actions, such as updating incorrect records in the searchable metadata
database, or broadcasting a notification. Data validity can be verified at the same time if desired.
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Session 2 - Key Theme 4 - Long-term Management of Data Archives

O2.1:    Walter  Landry

IRSA - NASA/IPAC Infrared Science Archive

Instantaneous Archives

The NASA/IPAC Infrared Science Archive (IRSA) is one of the largest and busiest astronomy archives in the
world. In the past, our main emphasis was on making new data and new capabilities available. With the
widespread implementation of Virtual Observatory protocols, there are a number of useful tools that can
quickly and easily perform insightful, sophisticated queries from archives around the world. The queries, if
not handled quickly, can easily overwhelm the site and interfere with other users. In addition, reducing
latency below the point of human perception enables more interactive and exploratory science.

In this talk, I will discuss our multi-pronged efforts to improve performance on all levels.  This includes:

1) Upgrading network hardware and links.

2) Fine tuning the indexing and partitioning strategies for our traditional databases.

3) Benchmarking various spatial indexing schemes (htm, q3c, h3c, postgis).

4) Rearchitecting our query pipeline to eliminate process,filesystem, and database connection overheads.

Taken together, these improvements have delivered radical, order of magnitude improvements in latency and
throughput. I will also discuss how distributed and in-memory databases could be used to improve
performance even more.
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Session 2 - Key Theme 4 - Long-term Management of Data Archives

O2.2:    Sarah Frances Graves

East Asian Observatory

The JCMT SCUBA-2 Legacy Release: Unexpected Benefits and Lessons Learned

East Asian Observatory is currently releasing all SCUBA-2 850um data taken from 2011 to 2015, re-reduced in a
uniform manner with automatically produced coadds and catalogs. While the primary reason for doing this
release was to produce a scientifically useful data product for our community, the process of creating it
generated many benefits for the observatory itself. We produced a new 'generic' configuration file for our
reductions that we moved to using as our default configuration due to the improvement in map quality we saw
with it. We have also developed new and improved software and systems for running (and easily re-running)
various automated pipeline reductions. We built into this a new, and fairly flexible quality assurance system
now used for our nightly reductions. The analysis of the data prior to release helped us discover (and fix)
some bugs and identify areas ripe for further investigation. This paper will describe these side benefits, and
also discuss what attitudes and policies at the observatory ensured they occurred. The whole process has
also helped the observatory gain a clearer understanding of exactly which pieces of information and
metadata are most needed to be able to easily select 'good' science observations from a heterogeneous data
set of differing PI and Calibration observations. We can now use this information to improve our systems and
our archive; thereby better supporting both our own, future data releases, and our community's use of the
JCMT science archive.
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Session 2 - Key Theme 4 - Long-term Management of Data Archives

O2.3:    Jesús  Salgado

ESAC - ESA Science Astronomy Centre, Madrid, Spain

ESASky: A simple/performant interface on massive astronomical data

Over the past few years, the amount of astrophysical data and resources available for the scientific
community at the different project science archives at the European Space Astronomy Centre (ESAC) is growing
quickly. The way to offer these data to the community has been done, historically, through the implementation
of individual project archives that offer a detailed and easy access from the different missions.

However, multi-wavelength and heterogeneous discovery of data could be cumbersome and it usually requires
specific knowledge of mission dependent language.

The ESAC Science Data Center (ESDC) has developed a science-driven discovery portal, called ESA Sky (http:
//sky.esa.int), that allows the exploration of astronomical resources and that serves already most of the
data of all the ESA astronomical missions. Also, it is in the process to be extended to missions from other
organizations as an important resource for the astronomical community.

ESA Sky interface is simple, intuitive and project agnostic and, to fulfill these difficult tasks, it makes use of
different engineering techniques like, e.g., visualization of multi-order all-sky mosaics based on HEALPix (HiPS),
mission coverages (MOC) and observational footprints. At server side, other techniques like TAP services on
common data models for fast and performant searches, DB geometrical indexes, internal connections between
databases and wrappers around the project archives to download the final science ready data are needed to
allow the handling of big amounts of data in a simplified way.

We will present all the techniques that have been used to allow the presentation of these multi-wavelenght
and massive data in a simple and performant web-based interface and, also, the current status of the tool
and future plans.
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Session 2 - Key Theme 4 - Long-term Management of Data Archives

O2.4:    Xiuqin  Wu

IPAC, Caltech

Next generation Firefly for web application

Firefly is a web framework for astronomical data archive and visualization developed in the Infrared
Processing and Analysis Center (IPAC). The development started with Spitzer Heritage Archive (SHA), and
continued in WISE Image Archive, Planck Image Archive, and other web applications in the NASA/IPAC Infrared
Science Archive (IRSA) applications. Back in 2008, we made the decision to use Java/GWT framework for web
client side code. The decision has served us well in last eight years, enabling us to develop and deploy several
data access applications in short time frame. Two years ago, IPAC started to develop the Science User
Interface and Tools for the Large Synoptic Survey Telescope (LSST). Firefly must meet the needs of archive
access and visualization for the 2021 LSST telescope and must serve astronomers beyond the year 2030. We
need to take Firefly into the next generation, making it more flexible, stable, maintainable, and reliable. With
the evolution of the web, advancement of JavaScript programming , all the web development frameworks
based on JavaScript, we have a lot more choices in the web application development technology.

After much research and experiments, we decided to rewrite the client side code in JavaScript, adopting
React/Redux framework. The work started in late 2015, and by end of July 2016 we could declare that we
successfully ported the 150,000 lines Java code into JavaScript.

This talk will give a report on the decision making process, the challenges we faced, the new development
process we adopted along the way, and the Firefly improvements we achieved by going to JavaScript.
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F1:    Nicolas  Buchschacher

Geneva Observatory, University of Geneva, Switzerland

PlanetS DACE Platform - Data and Analysis Center for Exoplanets

The Data Analysis Center for Exoplanets (DACE) is a web platform based at the University of Geneva (CH)
dedicated to extrasolar planets data visualisation, exchange and analysis.

Observational data like radial velocities, light curves and imaging measurements are available as well as
sophisticated analysis tools. Keplerian models can be analysed using synthetic planetary populations and
evolution tracks provided by the university of Bern. Numerical simulations can be done by N-Body algorithms
developed by the university of Zurich and running on GPU cards. DACE also contains star position tool helping
astronomers to prepare future observations according to the location of the observatory and time
constraints. These tools are developed in collaboration with the PlanetS sub projects and integrated in the
platform.

DACE is based on web technologies using common programming languages like PHP, Javascript, Java. PostgreSQL
and MongoDB are used as database management systems. The plotting library has been fully developed
according to the different project visualisation requirements. The platform offers the possibility to run long
computations in background as jobs. In this manner, the projects can contribute by providing analysis code
implemented in different programming languages.

DACE is funded by the Swiss National Centre of Competence in Research (NCCR) PlanetS, federating the Swiss
expertise in exoplanet research.

ora sess. dalle

ora relazione dalle

Focus demo TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Session 3 - Key Theme 4 - Long-term Management of Data Archives

I3.1:    Luisa  Rebull

IRSA/IPAC

NASA's Long-Term Astrophysics Data Archives

NASA regards data handling and archiving as an integral part of space missions, since the IRAS satellite in
1983. Archives enable a major return on investment, where it has been shown that the presence and
accessibility of the archive doubles (at least!) the number of papers resulting from the data. Ease of access
and ease of data use is critical, and funding of archival research (e.g., the ADAP program) is also important not
only for making scientific progress, but also for encouraging authors to deliver data products back to the
archive. NASA has also enabled a robust system that can be maintained over the long term, through technical
innovation careful attention to resource allocation. This talk will provide a brief overview of some of NASA's
major archives, including IRSA, MAST, HEASARC, KOA, NED, the Exoplanet Archive, and ADS.
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Session 3 - Key Theme 4 - Long-term Management of Data Archives

O3.2:    Pierre  Fernique

CDS - Observatoire Astronomique de Strasbourg, Strasbourg, France

Long-term management of 1000s of All-Sky reference data sets using the HiPS network

Over the past few years the Hierarchical Progressive Surveys (HiPS) system has become a key method for the
browsing and distributing all-sky survey data. As of today, HiPS data occupy  about 100 TB of data, and this
volume is expected to double in size every year as the production of a dozen of HiPS providers including ESAC,
JAXA, CADC and CDS grows. HiPS tiles are used by thousands of users every day through various HiPS compatible
clients: Aladin, MIZAR, Aladin Lite, and Aladin-Lite based ESASky and JUDO2. In this extremelly fast growing
context, we will discuss why the HiPS network has excellent capabilities for long term management of all-
sky data. We will also highlight how the intrinsic HiPS architecture based on the well known HEALPix
tessellation, a simple tile structure, and implemented using a simple distribution method based only on a basic
HTTP server, and being standardised by IVOA, constitutes an extremely robust foundation for a system that
will support all-sky data discovery and distribution for the next decade.
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Session 3 - Key Theme 4 - Long-term Management of Data Archives

O3.3:    Cécile  Loup

Observatoire astronomique de Strasbourg, CDS, Université de Strasbourg, CNRS, UMR 7550

What is SIMBAD, and what is it not?

SIMBAD is a dynamic database of astronomical objects that have been presented in scientific articles. It
provides the bibliography, as well as basic information such as the nature of the object, its coordinates,
magnitudes, proper motions and parallax, velocity/redshift, angular size, spectral or morphological type,
and the multitude of names (identifiers) given in the literature. The information in SIMBAD is a compilation built
from what is published in the literature with expert cross-identification performed at the CDS based on the
compatibility of several parameters, in the limit of reasonably good astrometry. The SIMBAD database is made
available as a major reference service of the CDS with a number of different interfaces such as web interface,
a name resolving service, a scripting interface, a TAP service plus others. It is a heavily used database with
some 200,000 to 500,000 queries per day. This presentation highlights some of the most used features and the
relationship of SIMBAD to other CDS services in particular to the CDS catalogue service VizieR. We identify some
of the most common misunderstandings about SIMBAD in terms of astronomical and technical service use, and
highlight the role of SIMBAD in the rapidly evolving landscape of journal publishing and on-line astronomy
services.
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Session 3 - Key Theme 4 - Long-term Management of Data Archives

O3.4:    Karen L Levay

STScI - Space Telescope Science Institute

Linking the Literature to the Data

One of the goals for any archive is enabling discovery for data for scientists to use for new science objectives
and also to enable scientists to reproduce and utilize results of published data. Currently, authors are
limited in how they can utilize the space in their papers to identify the data used in their analysis. Moreover,
readers sometimes find it challenging to actually identify the specific data used in the paper, especially those
readers unfamiliar with the relevant instrument..

Staff from the Mikulski Archive for Space Telescopes (MAST) and the STScI Library have long identified papers
from the refereed literature that use data archived at MAST and have provided links between those journal
articles and the actual data used. In collaboration with AAS and the EJ Press, MAST has developed a new
paradigm for linking the data to the papers. Using DOIs and built on top of the MAST Data Discovery Portal, this
new MAST DOI service should reduce the effort by archive staff and greatly improve the completeness and
accuracy of data links.
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Session 4 - Key Theme 7 - Surveys for Transient Objects in the Era of Gravitational Wave Astronomy

I4.1:    Eric  Chassande-Mottin

Université de Paris 7

Searches of gravitational-wave transients with low latency

A new era for transient astronomy begins with the first gravitational-wave events detected by the LIGO
detectors. It is now important to establish connections between this new type of observations and that of
conventional astronomy. Low-latency searches for gravitational wave transients are a key ingredient as
they allow to pinpoint possible electromagnetic counterpart to a detected event. We will review those data
analysis pipelines and present the performances and results obtained so far, in terms of latency and
estimation of the source properties, in particular its sky location, and give prospects for the future science
runs.
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Session 4 - Key Theme 7 - Surveys for Transient Objects in the Era of Gravitational Wave Astronomy

O4.2:    Andrea  Zoli

INAF - IASF Bologna, Bologna, Italy

The AGILE pipeline for Gravitational Waves events follow-up

The first direct detection of gravitational waves (GW) by Advanced LIGO detectors in September 2015 has
drawn the attention of the astrophysical community that is now searching for the electromagnetic
counterparts of the detected GW events. The AGILE (Astro‐Rivelatore Gamma a Immagini Leggero) mission is
primarly devoted to the high- energy astrophysical study of gamma-ray sources in the 30 MeV to 30 GeV energy
range. The capability of the AGILE satellite for the discovery of transients is unique: the actual spinning
configuration of the satellite, together with a large field of view and a good sensitivity of F=(1−2)x10-8 erg cm
-2 s-1 for ~100 s integrations, provides a coverage of 80% of the sky, with each position exposed for 100
seconds,
200 times a day. The AGILE team signed a memorandum of understanding with the LIGO/Virgo collaboration to
follow the GW notices provided through the GCN network.

In this paper we describe our automatic pipeline that reacts to LIGO/Virgo GW notices and performs different
kind of automated analysis to boost the search for of GW event counterparts.
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O4.3:    Arpad  Szomoru

JIVE -- Joint Insitute for VLBI ERIC, Dwingeloo, the Netherlands

CLEOPATRA: Connecting Locations of ESFRI Observatories and Partners in Astronomy for Timing and
Real-time Alerts

The H2020 ASTERICS project (Astronomy ESFRI & Research Infrastructure Cluster), kicked of in May 2015. It
brings together, for the very first time, the astronomy, astrophysics and astroparticle physics facilities
encompassed withing the ESFRI roadmap. The goal is to identify, address and solve key challenges of common
interest, adopting cross-cutting solutions.
The topic of my presentation will be CLEOPATRA, one of the work packages in ASTERICS. With a budget of about
2.5 Meuro and 12 different partners, this work package is in fact a sizeable project in its own right.
Its aim is to improve the scientific capabilities of the research infrastructures using modern communication
methods and broadband connectivity, and to enable syergetic observing modes, with fast and reliable acces to
large data streams.
Specifically, technology is being developed, based on the White Rabbit protocol, for long-haul many-element
time and frequency distribution, over public networks. This is highly relevant for both current and future
radio astronomy facilities (LOFAR, EVN, SKA) but also for astroparticle instruments (CTA, MK3NET).

Methods for relaying alerts are being designed, using VOevents, signaling transient event detections and
enabling joint observing programmes. A demonstration will be set up in which LOFAR, the EVN and CTA will
respond in near-real time to alerts generated by VIRGO.
Data streaming software is another aspect of this work package, and will provide tools for robust and
efficient data dissemination.
Finally, advanced scheduling algorithms are being worked on, using AI approaches for optimal usage of the
ESFRI facilities.
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Session 4 - Key Theme 7 - Surveys for Transient Objects in the Era of Gravitational Wave Astronomy

O4.4:    Bernard  Meade

Center for Astrophysics and Supercomputing, Swinburne University of Technology, Melbourne,
Australia

Optimised workspaces enhance time-critical astronomy

Fast Radio Bursts (FRBs) and high-energy transients can now be detected in seconds, however obtaining optical
counterparts to understand their nature has previously been too technologically challenging. The Deeper
Wider Faster program overcomes these challenges by coordinating simultaneous observations using the
Parkes Radio Telescope, the NASA Swift space telescope, and the DECam optical imager at Cerro Tololo Inter-
American Observatory to detect fast transients and performing real-time analysis of the data. A key
challenge for the project team is the need to view many candidate transient objects that are identified by an
automated pipeline. Only once there is certainty about a transient candidate will a further trigger be sent to
several standby telescopes, including the Gemini and SALT observatories, for rapid spectroscopic follow up.
With more than 1855 CCD images produced by the DECam imager to inspect, at 4000 x 2000 pixels per image, the
workflow is taxing for individual astronomers to contribute from their desktops. A collaborative work space
was used successfully during the December 2015 campaign. This work space comprised a 98 megapixel Tiled
Display Wall, operating with the SAGE2 software, and a large-format curved projection space. Based on
lessons learnt, we report here on the use of an improved version of this display ecology during the July 2016
campaign. We highlight the improvements we have made to the workflow: (i) a revised physical configuration
of the Tiled Display to improve collaborative inspection; (ii) a move away from SAGE2 so that native
astronomical software and file formats can be better utilised; and (iii) the integration of candidate tracking
throughout the analysis process.
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B1:    Yan  Grange

ASTRON, the Netherlands Institute for Radio Astronomy

Operations in the era of large distributed telescopes

The previous generation of astronomical instruments tended to consist of single receivers in the focal point of
one or more physical reflectors. Because of this, most astronomical data sets were small enough that the
raw data could easily be downloaded and processed on a single machine.

In the last decade, several large, complex Radio Astronomy instruments have been built and the SKA is
currently being designed. Many of these instruments have been designed by international teams, and, in the
case of LOFAR span an area larger than a single country. Such systems are ICT telescopes and consist mainly
of complex software. This causes the main operational issues to be related to the ICT systems and not the
telescope hardware. However, it is important that the operations of the ICT systems are coordinated with the
traditional operational work. Managing the operations of such telescopes therefore requires an approach
that significantly differs from classical telescope operations.

The goal of this session is to bring together members of operational teams responsible for such large-scale
ICT telescopes. This gathering will be used to exchange experiences and knowledge between those teams. Also,
we consider such a meeting as very valuable input for future instrumentation, especially the SKA and its
regional centres.
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BoF Sessions

B2:    Lucio  Chiappetti

INAF - IASF Milano

FITS (Flexible Image Transport System) and Data Representations WG BoF

FITS (Flexible Image Transport System) data format, developed in the late 1970s, has proven a successful de
facto standard data interchange format of astronomy.

Since 1988 the IAU FITS Working Group has been charged, with a resolution of the International Astronomical
Union, to mantain the FITS data format existing standard and approve future extensions.
With the recent reform of IAU commissions and working groups, the FITS WG will be absorbed in the new Data
Representations WG, in order to consider the broadening of the data landscape, where some new facilities are
exploring alternatives to the FITS standard in order to manage their issues of data scale and complexity.

The new WG shall manage a careful and minimally disruptive transition from FITS to more modern and capable
data representations, in a way to assure and maintain the fluent interoperability of telescope data that has
not only made multi-wavelength astronomical research commonplace, but has also made our data
management practices the envy of many other disciplines.
The proposed BoF session will allow to present collectively the last updates to the FITS standard, with the
time representation WCS and the incorporation of a number of useful conventions, as well as to act as a
"constituent phase" for the new Data Representation WG.
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I5.1:    Robert  Lupton

University of Princeton, USA

Lessons we should have learned from SDSS, HSC, and LSST

Surveys such as SDSS, the `SSP' using HSC on Subaru, and LSST are large software projects with some
associated hardware, but we manage them as if we were building skyscrapers or battleships. I'll take the
lessons that I took from the SDSS project and examine them in the light of HSC and LSST; some things have
improved, but many things have stayed the same.
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Session 5 - Key Theme 2 - Management of Scientific and Data Analysis Projects

O5.2:    William  O Mullane

ESA/ESAC European Space Astronomy Centre

COTS software in science operations, is it worth it?

Often, perhaps not often enough, we choose Common Off the Shelf (COTS) software for integration in our
systems. These range from repositories to databases and tools we use on a daily basis. It is very hard to
assess the effectiveness of these choices. While none of us would consider a project specific word processing
solution when LaTeX (or even Word) many will consider writing their own data management systems. We will
look at some of the COTS we have used and attempt to explain how we came to the decision and if it was worth
it.
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Session 5 - Key Theme 2 - Management of Scientific and Data Analysis Projects

O5.3:    Francoise  Genova

CDS - Observatoire Astronomique de Strasbourg, Strasbourg, France

The Research Data Alliance: building bridges to enable scientific data sharing

The Research Data Alliance (https://rd-alliance.org/node) is an international organization which aims at
building the technical and sociological bridges that enable the open sharing of scientific data. It is a
remarkable forum to discuss all the aspects of scientific data sharing with colleagues from all around the
world: in May 2016,after slightly more than 3 years of existence, it has 4 000 members from 110 countries. The
bi-yearly Plenary meetings, which gather several hundred participants, are rotating between different
regions. The March 2017 one will be held in Barcelona, after Tokyo and Denver in 2016.

The RDA work is organized bottom-up, with Working Groups which have 18 months to produce “implementable”
deliverables and Interest Groups which serve as platforms of communication and discussion and also produce
important outputs such as surveys and reports. There are currently 27 Working Groups and 45 Interest
Groups, tackling a wide diversity of subjects, including community needs, reference for sharing, data
stewardship and services, and topics related to the base infrastructure of data sharing.

Some scientific communities use the RDA as a neutral forum to define their own disciplinary data sharing
framework, with major successes such as the “Wheat Data Interoperability Working Group” which worked in
coordination with the international initiative which coordinates global research for Wheat. Astronomy has
the IVOA to define its interoperability standards, and so we do not need to create a Group for that purpose in
the RDA. But many topics discussed in the RDA have a strong interest for us, for instance on data citation or
certification of data repositories. We have a lot to share from what we have learnt in building our
disciplinary global data infrastructure; we also have a lot to learn from others. I will discuss RDA current
themes or results of interest for astronomy data providers, and topics on which we may want to propose new
RDA Groups.
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O5.4:    Séverin  Gaudet

National Research Council – CADC, Victoria, Canada

Extending Support for Large Distributed Projects through Interoperability

Many astronomy projects today are executed by distributed science teams with access to different
computation and storage resources. As we move into the era of petabyte and exabyte datasets, it is recognized
that moving the code to the data becomes necessary as the alternative becomes infeasible. The question
becomes how can resource infrastructures support these large projects such that a team has integrated
access to the different distributed resources available to project. Examples of resources that could be
integrated are files and directories, storage allocations, processing allocations, docker container and
virtual machine images, databases and tables, etc. A first step in this direction is the interoperability of
authorization services.

The International Virtual Observatory Alliance (IVOA) has developed many standards to support access and
interoperability of infrastructure such as Single-Sign On (SSO), Credential Delegation Protocol (CDP) and
VOSpace. Both Canadian Advanced Network for Astronomical Research (CANFAR) and INAF-Osservatorio
Astronomico di Trieste (INAF–OAT) use these standards for provision of user storage to support projects. In the
VOSpace implementation, users assign read-only and read/write permissions to groups that are defined in their
respective home institution Group Management Services. In 2015, the EGI-Engage project in Europe partially
funded an exploration of interoperability of authorization services in a joint project between the CANFAR and
INAF–OAT. This has also led to the inclusion of this work in the Advanced European Network of E-
infrastructures for Astronomy with the SKA (Aeneas) proposal. The joint CANFAR/INAF–OAT project has added
support to interoperate their VOSpace services by adding the capability of granting authorization to a access
a resource to groups defined in an external Group Management Service and to allow for the dynamic creation
of internal user IDs that are associated with an external identify provider. This talk will motivate the
problem, describe the solution and lessons learned and discuss the path forward for both the IVOA standards
process and for interoperability at the resource provider level.
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GEOPS - Paris Sud University, Orsay, France

The FRIPON project or Pride and Prejudice in Citizen Sciences

FRIPON (Fireball Recovery and InterPlanetary Observation Network, www.fripon.org) is a French project aiming
to monitor the French skies 24 hours a day. FRIPON will detect meteors in order to estimate their orbit outside
the atmosphere and to statistically determine possible parent bodies, but also their trajectory inside the
atmosphere to discover possible meteorites originated by the fall. The link between them will enlighten us
about the origin of the Solar System. A network of one hundred low-cost all-sky cameras is being installed
all over France, coupled with radio receivers and spectroscopes. In addition to that, FRIPON will exploit data
from other networks (sismographs, infrasound microbarometers) to increase chances of meteorite recovery
and to improve the understanding of its properties. Data retrieving and analysis are automatized in order to
minimize the time elapsed between the meteor detection and the meteorite field research. Furthermore, FRIPON
data could be used in studies about cloud cover or light pollution. This presentation will sketch the
organization of the project and the principal steps leading to the complete deployment of the network (by the
end of 2016).

The project has been funded by the French ANR (Agence Nationale de la Recherche). It federates four research
institutions but it is founded on the participation of a number of research laboratories, and of civilian and
cultural associations. Astronomers, geologists and engineers work together with a rich and already
independently structured amateurs community. FRIPON is a project where openness and transparency must
cooperate with centralization and control, a good example of the delicate balance between outreach,
unavoidable to inspire proud people involvement, and technical needs of scaling infrastructures aimed to
produce rigorous science.
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O6.2:    Nikolaos  Apostolakos

Astronomy Department of the University of Geneva, Geneva, Switzerland

Designing modular software for template fitting photo-z estimation

Producing photo-z for the Euclid mission constitutes a challenge, both technically, due to the big amount of
data, as well as algorithmically, due to the demanding scientific requirements. To fulfil this task using the
template fitting method, we have developed the Phosphoros tool. This tool provides the modularity and
flexibility required to easily embed algorithm variations and new features, as provided from the scientific
community, without compromising its performance and scalability to the size of the Euclid data. It is designed
to be used both in the data centers for the Euclid production pipeline and by the scientific community for
performing photo-z analysis or post-processing photo-z results. This presentation focuses on the design
aspects of Phosphoros, the different modules it consists of, and its integration with the rest of the Euclid
software ecosystem.
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UNED

Optimization of Multi-band Galaxies Cataloguing: Description of the Data Mangement Pipeline

The analysis of multi-band images of cosmological fields presents several technical difficulties related to
the assembly of consecutive knowledge extraction tasks from source identification to photometric
measurements, cross-matching and source labelling. We present the design of a new software pipeline to
carry out some of these tasks in an automatic way using techniques borrowed from the field of artificial
intelligence. We aim to provide the community with three open source software modules to i) label sources in
an astronomical image according to the probability that each one is blended or contaminated with
surrounding sources; ii) extract photometric measurements of extended objects using active contours; and iii)
carry out a probabilistic cross-match of sources from different images and bands, using all astro-
photometric information available. All this being integrated in a configurable architecture which allows to
make the best usage of the differente features. Aspects related to Big Data, memory management and
computational cost are an important part in the evaluation of the feasibility of the solution proposed. Finally
we show several examples of the application of this pipeline to both real astronomical images and simulated
ones.
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University of St Andrews, St Andrews, UK

The Challenges of a Public Data Release: behind the scenes of SDSS DR13

The impact of an astronomical survey is set by the reach of its data distribution system. If the data does not
reach the astronomers for their research projects to make new discoveries, the teachers to teach their
students how to work with astronomical data, and the general public to increase their awareness of
astronomy and science, then impact will be limited to a small core survey team. A successful public data
release, especially one aimed at a variety of end users, therefore needs to ensure that the data is not only
freely available, but also clearly documented and in accessible formats. This requires non-trivial effort
from the survey’s data, science and education teams, which end-users are often not aware of.

The Sloan Digital Sky Survey (SDSS) has a long history of public data releases, with 267 TB of data now publicly
accessible on its servers and more than 7000 published papers based on SDSS data. Over 30% of the
astronomical community in the US alone has reported to be using SDSS data in their research. In this talk I will
provide a look behind the scenes of our most recent data release: DR13 (summer 2016). I will discuss the
mechanisms we have in place to distribute and document data, and how we organised our data, science and
education teams to work efficiently together to make this data release happen. I will also provide an outlook
on how we can increase the involvement of our end-users in the data release process, to make our data
processes more transparent and optimise our outputs.
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Leibniz-Institut for Astrophysics Potsdam (AIP), Germany

Hosting astronomical data in sharded SQL databases

At Leibniz-­Institute for Astrophysics Potsdam (AIP) we host and publish terabytes of cosmological
simulations and observational data using sharded MariaDB (spin-off of MySQL) nodes. A dedicated web
application allows the scientists all around the world to run SQL queries which include specific astrophysical
functions and get their desired data in reasonable time.

The setup is based on sharded MariaDB database nodes, orchestrated by a head node which runs the MariaDB
Spider engine. ParallelQuery (PaQu) reformulates the SQL queries for the use in distributed environment. On
toThe web framework Daiquiri offers a dedicated web interface for each of the hosted scientific database. All
software we develop is open source.

To name a few scientific databases in use since 2013:

- AIP is one of the four data centers to store the Gaia data starting from the data release in
September 2016. A mock dataset is already published for Gaia internal test purposes. https://gaia.aip.de/

- MultiDark and Bolshoi simulation results can be accessed on https://cosmosim.org

- Digitalized archive for astronomical photographic plates: �https://www.plate­archive.org

Outline
This contribution will answer following questions:

- Why would it make sense to store terabytes of astronomical data in a SQL database?

- How to work with billions of lines in MySQL/MariaDB and be fast?

A short overview over the running applications and planned future development will be given.

These themes will be explained in detail:
- Spider and Federated Storage Engines in MySQL/MariaDB
- Reormulating SQL queries using PaQu
- Reusable web applications with the Daiquiri framework

Links
- Supercomputing and E-Science AIP: http://escience.aip.de
- Daiquiri documentation: http://escience.aip.de/daiquiri
- PaQu parallel queries for the techie:
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Postgres Professional, Moscow, Russua

Spatial indexes in PostgreSQL for astronomy

PostgreSQL is the worlds's most advanced open source database, which is extensively used in astronomy to
store and query large volumes of spatial data. It is a general-purpose RDBMS with strong support of
extendability, so data domain experts could develop the full-fledged

custom data types with queries and operators without deep knowledge of database core. PostgreSQL was
introduced to astronomical community in ADASS in 2003 year and it's worth to review the new features of
PostgreSQL from the astronomical point of view. We will briefly outline the current status of PostgreSQL and
its road map to inform astronomical community which important features are available right now and what
to expect in the closest future. Scalability of modern PostgreSQL on high-end multi-core servers, parallel
query execution, distributed transactions, JIT-compilation, support of pluggable storages (im-memory,
vertical) - these features are what currently is being discussed  in postgres hackers conferences.

We review the existing implementations of spherical data support available for PostgreSQL in Q3C, pgSphere
(old and new versions), PostGIS etc and compare their performance in several use cases -- from bulk loading to
range queries to live update. We demonstrate how different index types (B-tree in Q3C, GiST+R-tree in pgSphere
and

PostGIS) could be used to optimize data handling for specific problems.
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Astronomy Department, University of Maryland, College Park, MD

Implementing Ideas for Improving Software Citation and Credit

Improving software citation and credit continues to be a topic of interest across and within many disciplines,
with numerous efforts underway. Last year, the Center for Open Science (1) published Transparency and
Openness Promotion (TOP) Guidelines (2) and earlier this year, the Force11 (3) Software Citation Working Group
(4) released its Software Citation Principles (5). The Workshop on Sustainable Software for Science: Practice
and Experiences (WSSSPE) (6) continues its efforts (7) on software publication, citation, credit, and
sustainability, and a Dagstuhl Perspectives Workshop on Engineering Academic Software (8) will soon release
a manifesto addressing many issues in this area. These efforts and last year’s ADASS BoF on Improving
Software Citation and Credit (9) have all generated actionable ideas, some of which the community at large --
such as ADASS participants! -- can implement, such as:

- collecting and publishing stories from people who have released their software and what their views are on
releasing software;

- encouraging your university to ask about software on the annual research activity report; and

- creating a path for organizations to award a prize to software authors for software contributions to
research results.

In this BoF, we will start with a list of actionable ideas and then work in pairs or small groups to begin the
work of implementing them. We will then share with the entire group the progress made and discuss how to
disseminate or continue the work already done.

(1) http://centerforopenscience.org/
(2) http://centerforopenscience.org/top/
(3) https://www.force11.org/
(4) https://www.force11.org/group/software-citation-working-group
(5) https://www.force11.org/software-citation-principles
(6) http://wssspe.researchcomputing.org.uk/
(7) https://github.com/danielskatz/WSSSPE/issues
(8) http://www.dagstuhl.de/de/programm/kalender/semhp/?semnr=16252
(9) http://arxiv.org/abs/1512.07919
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O8.1:    Mohammad  Akhlaghi

CRAL, Observatoire de Lyon, Lyon, France

Separating detection and catalog production: a step towards Algorithms for Large Databases and
Vice-versa

Detection is defined as the process of separating (in an image, the pixels of) signal from noise. These labeled
pixels are analyzed with the original data to reduce the data to higher level products (a catalog), e.g. the
light weighted center of the object, or its magnitude. However, the signal from astronomical targets (for
example galaxies, nebulae, stars or the PSF, comets, and etc) sinks into the noise very gradually, making raw
(non-parametric) detection very hard. To dig into the noise, astronomers have traditionally used modelling of
the regions above a given flux threshold (for example the Kron radius in galaxy photometry). Thus the clear
distinction mentioned above between detection and catalog production was not possible for astronomical
targets, hence catalog production is viewed as computationally expensive, thus decreasing scientific
creativity.

In the 25th ADASS, we introduced a new method to detect extremely faint and diffuse signal with thresholds
that are significantly below the Sky value (see Akhlaghi and Ichikawa 2015, ApJS 220, 1. arXiv:1505.01664). It is
thus now possible to do detection accurately without any high-level calculation/assumption. Hence the
ultimate goal of separating the detection from catalog production is now possible in astronomy for the first
time. This methodology is applied in the GNU Astronomy Utilities: one utility (NoiseChisel) is in charge of
detection, while another (MakeCatalog) uses those labeled images to generate a catalog. Having separated
these two steps, users can run the expensive detection process once, and be very creative in catalog
production with a much lower computational cost. This was the main idea behind the suggested "Reduction and
Analysis Algorithms for Large Databases and Vice-versa" theme which was voted as the most important theme
by the ADASS members. MakeCatalog will soon allow users to define a function at run time which will allow
data base users even more creativity. Instead of only uploading coordinates, users of large data bases can
now upload labeled images (that can be highly compressed) with WCS information and even define their own
functions for what to do with the pixel positions and fluxes to generate as a catalog. These labeled images
can be created/downloaded from other independent databases and warped. The databases can also
efficiently keep labeled images of multiple detection configurations for the users to choose from.
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O8.3:    Kristina  Nyland

NRAO - National Radio Astronomical Observatory, Charlottesville, VA USA

An Enhanced Multiwavelength Photometric Catalog for the Spitzer Extragalactic Representative
Volume Survey

Although our knowledge of the physics of galaxy evolution has made great strides over the past few decades,
we still lack a complete understanding of the formation and growth of galaxies at high redshift. The Spitzer
Extragalactic Representative Volume Survey (SERVS) aims to address this issue through deep Spitzer
observations at [3.6] and [4.5] microns of 4 million sources distributed over five well-studied “deep fields” with
abundant ancillary data from ground-based near-infrared surveys. The large SERVS footprint covers 18
square degrees and will provide a census of the multiwavelength properties of massive galaxies in the
redshift range z = 1-6. A critical aspect of the scientific success and legacy value of SERVS is the construction
of a robust source catalog. While multiwavelength source catalogs of the SERVS fields have been generated
using traditional techniques, the photometric accuracy of these catalogs is limited by their inability to
correctly measure fluxes of individual sources that are blended and/or inherently faint in the IRAC bands. To
improve upon this shortfall and maximize the scientific impact of SERVS, we are using The Tractor image
modeling code to produce a more accurate and complete multiwavelength source catalog. The Tractor
optimizes a likelihood for the source properties given an image cut-out, light profile model, and the PSF
information. Thus, The Tractor uses the source properties at the fiducial, highest-resolution band as a prior to
more accurately measure the source properties in the lower-resolution images at longer wavelengths. We
provide an overview of our parallelized implementation of The Tractor, discuss the subsequent improvements
to the SERVS photometry, and suggest future applications.
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O8.4:    Lorenzo  Rimoldini

Department of Astronomy, University of Geneva, Switzerland

Crossmatching variable objects with the Gaia data

Tens of millions of new variable objects are expected to be identified in over a billion time series from the Gaia
mission. Crossmatching known variable sources with those from Gaia is crucial to incorporate the current
knowledge, understand how these objects appear in the Gaia data, train supervised classifiers to recognise
known classes, and validate the results of the Variability Processing and Analysis Coordination Unit (CU7)
within the Gaia Data Analysis and Processing Consortium (DPAC). The method employed by CU7 to crossmatch
variables for the first Gaia data release includes a binary classifier to take into account positional
uncertainties, proper motion, targeted variability signals, and artefacts present in the early calibration of
the Gaia data. Crossmatching with a classifier makes it possible to automate all those decisions which are
typically made during visual inspections. The classifier can be trained with objects characterised by a variety
of attributes to ensure similarity in multiple dimensions (astrometry, photometry, time-series features), with
no need of a-priori transformations to compare different photometric bands, or of predictive models of the
motion of objects to compare positions. Other advantages and some disadvantages of the method are
discussed. Implementation steps from the training to the assessment and optimization of the crossmatch
classifier and of the results are described. This procedure is applied to a set of surveys (such as OGLE, the
Optical Gravitational Lensing Experiment, and EROS, the Expérience pour la Recherche d'Objets Sombres) which
are particularly relevant to the variable sources published in the first Gaia data release.
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O8.5:    Ronaldo  da Silva

ASI Science Data Center, INAF-Osservatorio Astronomico di Roma, Rome, Italy

Euclid near-infrared imaging reduction pipeline: astrometric calibration, resampling and stacking

Euclid is an ESA survey mission designed to understand the origin of the Universe’s accelerating expansion using
weak gravitational lensing and redshift clustering as main probes. Very high image quality is required for
galaxy shape measurements, while accurate photometry at visible and near-infrared wavelengths and near-
infrared spectroscopy are needed to measure photometric and spectroscopic galaxy redshifts.

Within the Euclid Science Ground Segment, the near-infrared imaging (NIR) processing function has the task to
reduce all the images produced by the near-infrared instrument (NISP) in photometric mode. Starting from
Level 1 raw frames, the NIR pipeline shall produce individual images and stacked mosaics in Y, J, and H bands
accounting for instrumental effects, subtracting the sky background, performing both astrometric and
photometric calibrations, and providing all the information needed for catalogue production such as PSF,
variance, weights, and quality flags.

After an overview of the pipeline design, we present the current status of the NIR processing function
development. We focus on preliminary results from the application of astrometric calibration, resampling,
and stacking procedures to simulated images, and we discuss the different approaches that we tested in order
to fulfill specific requirements.
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NASA Goddard Space Flight Center

Application of Compressive Sensing to Gravitational Microlensing Data and Implications for
Miniaturized Space Observatories

Compressive Sensing is a technique for simultaneous acquisition and compression of data that is sparse or can
be made sparse in some domain. It is currently under intense development and has been profitably employed
for industrial and medical applications. We here describe the use of this technique for the processing of
astronomical data. We outline the procedure as applied to exoplanet gravitational microlensing and compare
measurement results and uncertainty values with published scientific findings based on standard processes.
We describe implications for on-spacecraft data processing power, data volumes, transmission bandwidth and
transmission power requirements. Our findings suggest that application of these techniques may yield
significant, enabling benefits especially for power and volume-limited space applications such as miniaturized
or micro-constellation satellites.
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O9.2:    Michal  Pawlak

Warsaw University Astronomical Observatory, Warsaw, Poland

Machine Learning Variability Classification in the OGLE Project

The OGLE project is one of the largest photometric variability surveys regularly monitoring about one billion
sources in the densest sky regions. The huge amount of data collected gives a unique possibility to detect and
study different types of variables but on the other hand it makes the automatisation of the classification
process a must. Machine learning approach has been successfully applied to solve this problem, both in case
of transient events like gravitational microlensing, as well as periodic variables, especially eclipsing
binaries In each case a multi-step classification process based on Random Forest algorithm is proposed. The
performance of the methods is evaluated resulting in high accuracy, in each case over 80%.
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O13.2:    Maurice  Poncet

CNES - French Space Agency, Toulouse, France

Using CernVM-FS to deploy Euclid processing S/W on Computing Centres

CernVM-FS is being tested by the System Team of the Science Ground Segment (SGS) within the Euclid Project
(http://www.euclid-ec.org/) as the primary execution environment and software distribution tool for
processing mission data. In particular, CernVM-FS is viewed as a possible solution to the problem of providing a
homogenous execution environment across heterogeneous computing resources at 9 different Science Data
Centres (SDCs) located across Europe and the US. It also is seen as an ideal solution for enabling a DevOps
methodology of software development, testing, and distribution that does not require regular intervention by
systems administrators at individual SDCs.

CernVM-FS is currently being tested at scale through a technical SGS IT Challenge involving existing SDC
compute clusters and the Euclid Continuous integration platform (CODEEN).

This presentation will focus on this challenge and its main outcomes.
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LRZ - Leibniz-Rechenzentrum, Boltzmannstr. 1, 85748 Garching, Germany

A web interface to federalize the outcome of large, cosmological, hydro-dynamical simulations

We constructed a full data center (http://c2papcosmosim.srv.lrz.de/) for cosmological simulations (like
www.magneticum.org) which allows to federalize the outcome of large, cosmological, hydro-dynamical
simulations, which typically exceeds hundreds of terrabytes of plain simulation data. This service allows to
deliver scientific data products of various levels to a broad scientific community. For our data portal, the
full outcome of several, large, cosmological, hydro-dynamical simulations are stored on a HPC systems (like
SuperMUC at LRZ in our case) and federalized via a web interface by running post processing on demand on a
separate, much smaller scale computing system (like the C2PAP cluster in our case). Users are able to access
data products via a user-friendly web interface, running on easy expandable, virtual server machines. Users
browse through visualizations of cosmological structures, guided by queries on meta data
to select galaxy clusters and galaxy groups of interest. Users interactively compose such complex, science
oriented queries against a data base, where the meta data is stored. The meta data of the current queried
objects in addition can be displayed or downloaded form of CSV tables for a more complex analysis by the
user. For a finally selected object, different categories of data products are made available, where all of
them will involve performing remote post processing on the original, raw simulation data. So far, we provide
three main services: (I) SimCut allows the user to obtain a sub-volume around the selected object within the
simulation, containing all the original, hydro-dynamical informations; (II) Smac allows to obtain idealized 2D
maps of various, physical
quantities of the observed objects; (III) Phox allows perform virtual observations with various, existing and
future X-ray telescopes. The large data produced by the cosmological hydro-dynamical simulations are
organized to allow such post-processing to be performed in a fast  and resource optimized way.
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I10.1:    Mireille Yvonne Louys

CDS, observatoire de Strasbourg and ICUBE laboratory, Université Strasbourg

Data Modeling in the Virtual Observatory framework

This paper describes the scope of the effort and the adopted strategy, and provides a number of examples to
highlight the interoperability benefits.
We describe the main concepts needed to characterise data sets including the coverage profile of the data in
terms of: spatial, spectral, temporal, observable, and polarimetric axes; and quality indicators such as:
resolution, accuracy, statistical errors along each of these axes. Also included are the generic resource
metadata that are needed to identify a data file in a publishing archive, including information such as the
instrument and facility name. How the metadata profile generated from theses data models are put in action
in IVOA protocols and applications is also presented. We describe the impact of data modeling in the IVOA
architecture and how it can provide a general semantical background for observational data.
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I10.2:    Gerard  Lemson

Johns Hopkins University, Baltimore, MD, USA

Data Models for Astronomical Data Integration: Language, Patterns and Representations

I describe a model oriented approach to data integration in astronomy, developed in the context of the
international virtual observatory effort. The main idea is that common data models should be used to
describe the data holdings in distributed astronomical archives. This should allow users to infer information
about these archives and possibly query those without needing to know the detailed structure of the
individual archives themselves.
To enable this approach we were led to develop first a standardized modelling language for expressing the
common data models, and second a mapping language that allows us to describe how instances of those
models are stored in tabular data sets.
I will describe some features of the modelling language, which we named VO-DML and which shares the
essential concepts of the class diagrams in UML. VO-DML is defined through an XML serialization format that is
both machine readable and human writable with no great difficulty. A special feature of the language is that
it allows reuse and interoperability of different models.
But the languages are only one piece of the puzzle; to support interoperability great care must be taken in the
design of the models themselves. I will try to argue that the type of models that are best suited for this
purpose are the ones corresponding to the domain models produced in the analysis phase of standard
modelling approaches and I will show some analysis patterns that have been used in several scientific
modelling efforts, ranging from cosmological simulations to genomics.
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The Common Archive Observation Model: Inside the Data Centre

The Common Archive Observation Model (CAOM) is used as the core data model for all data holdings at the
Canadian Astronomy Data Centre (CADC): ~12 million data products spanning 15 collections and including
images, spectra, cubes, time series, and catalogues. The CADC supports both in-house and external data
engineering efforts by providing client tools and operating a CAOM observation repository service where data
engineers have permission to create, update, and delete observation metadata.

CAOM supports anonymous access for public data and authenticated access to proprietary metadata and
data. The content is loosely coupled to data storage and delivery system. In addition to the CADC
AdvancedSearch (web portal), CAOM also supports IVOA services and data models to provide an end-to-end
solution for data discovery and data access: TAP, ObsCore, SIA, DataLink, and SODA.

CAOM is an open source model and open source codebase that is evolving along with the demands of both data
variety and the needs of science users, science teams, and data centre operations.
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A Provenance Data Model for Astronomy

In Astronomy as well as in other sciences it is of crucial importance to have information about the origin and
history of data, be it science-ready images from a telescope, catalogs of objects and their properties,
observed spectra or any other kind of data product.

In the International Virtual Observatory Alliance (IVOA) we are working on a provenance data model for
observations, which shall describe how provenance of data can be modeled, stored and exchanged.

The provenance information shall enable scientists to recover the processing steps that led from a raw image
or data file to the (published) science-ready data set. This is necessary for giving scientists the possibility to
gain a better understanding of the data and be able to decide if and which part of the data is suitable for a
certain task. The provenance information can also be used to search for possible error sources, judge the
quality of data and to give guidance for reproducing data, which is one of the key points for ensuring good
scientific practice.

In this talk I will give an overview on the current status of the IVOA Provenance Data Model, its connection to
the provenance data model of the World Wide Web Consortium (W3C) and present some use cases for
provenance in Astronomy.
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The rise of Python and the open-development revolution in Astronomy

Over the last decade, the rapid adoption of the Python programming language by astronomers has been
coupled with the rise of some of the largest open-source and openly-developed projects in Astronomy to date,
including the Astropy and yt projects. In this talk, I will give a broad overview of these projects, and will
focus on the human and technological elements that have made these types of international collaborations
possible. In particular, I will give a broad overview of the freely-available and constantly-evolving online
toolkit that can be used by anyone interested in developing open-source software and collaborating
remotely. In addition, I will discuss challenges that are inevitable as these kinds of open-source projects
grow, as well as lessons learned along the way.
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JOVIAL: Jupyter OVerrIde for Astronomical Libraries

Jupyter notebooks have proven to be a powerful tool for teaching science, because they handle executable
code snippets, context environments, visualization, equations and explanatory text, all within the same web-
interface. We propose extending its usage from teaching activities to science activities through the
integration of astronomical libraries to the Jupyter environment and its execution as a cloud service. The
remote execution of processing tasks through notebooks not only simplifies the usage of libraries, but
enables Big Data processing on data centers while hiding the infrastructure and platform-dependent details.
This allows moving computations closer to the data archives, executing tasks in a graphical yet non-blocking
fashion, using high-performance computing routines transparently and working with very large data files
without exhausting local memory. Moreover, a proper use of the notebooks produces self-documented,
exportable and reproducible pipelines with graphical support. Our prototype uses Jupyter Hub as the base
service, including Astropy, ACALib and CASAC libraries to the Python kernel, and we are currently porting CUPID
(Starlink), MPICASA and ADMIT through suitable wrappers. The integration with the VO is two-fold: through the
data access layer services via VOTables, and through the application layer via the SAMP protocol. Besides
including more libraries, the next steps are exploring the integration with Big Data frameworks such as
Apache Spark, and the proper parallelization of the main algorithms of the libraries. To encourage its usage
we also plan to assemble a lite distribution of JOVIAL to be used off-line.
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Sherpa, Python, and Astronomy. A successful co-evolution.

Sherpa is a fitting tool originally developed as part of the Chandra X-Ray Observatory data analysis
software, CIAO: its first version was distributed in October 1999. A few months earlier, Python 1.5.2 had been
released: at the time, the Python Software Foundation did not exist and since then Python, Sherpa, and the way
astronomers write and interact with software have changed significantly. At the time, Sherpa routines were
written in C, C++, and Fortran, with a dedicated command line interpreter, and later with a S-Lang scripting
interface.

Seventeen years later, Sherpa is a Python package with C, C++, and Fortran extensions, openly developed on
GitHub. Although X-Ray scientific drivers remain strong, other projects outside of the X-Ray astronomical
domain are starting to use Sherpa as a dependency in their systems and building on its strengths.

The transition from a mission-specific integrated package with a custom user interface, to a community-
developed, general purpose, extensible and reusable module, required not only a major overhaul of the
Sherpa code, and how it was built and tested, but it represented a paradigm shift that posed several
challenges: coding standards, user interface, build and testing procedures, and documentation all had to be
reevaluated and redesigned as the focus shifted from a simple command-line interpreter user interface to a
modular, object-oriented, extensible Python Application Program Interface (API), while keeping high
performance standards.

In this presentation we discuss the challenges we faced in incrementally adapting our software and
configuration management to the emerging trends in computing, especially within the astronomical community.
We describe how some Python technologies like conda and IPython helped us in this migration. We present
Python projects that extend Sherpa outside of the original X-Ray domain, and we show how Sherpa can now be
seamlessly integrated in heterogeneous Python environments using widespread tools like astropy, matplotlib,
and jupyter. We show how non-Python applications can also interact with Sherpa through Virtual
Observatory interoperability standards and a Python SAMP adapter. Finally, we will outline the new
opportunities offered by newer technologies we are evaluating like Docker, that could allow Sherpa to
become a cloud application.
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ADMIT: ALMA Data Mining Toolkit

ADMIT (ALMA Data Mining Toolkit) is a python toolkit that allows pipelines to be built in terms of re-runnable
flows. The current implementation calls CASA tasks and tools, in order to process large ALMA datacubes,
identify spectral lines, cut line cubes, produce moment maps, identify sources and clumps etc. The talk
highlight both the concepts of an ADMIT flow, as well as the data products it produces, which eventually will
make their way into the ALMA archive for users to download and re-run.
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The Astropy Project - community discussion and feedback

The Astropy Project (http://www.astropy.org) is a community effort to develop a single core package for
Astronomy in Python and foster interoperability between Python astronomy packages. The aim of this BoF
session will be to bring together developers and users of the Astropy core and affiliated packages to discuss
future plans for project. This will include a brainstorming session to prioritize future development, as well as
a discussion of the various ways for people to contribute to the project.
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Shall numerical astrophysics step into era of exascale computing?

The development of Exascale computing facilities with machines capable of executing O(10^18) operations per
second will be characterised by significant and dramatic changes in computing hardware architecture from
current  petascale capable super-computers.
To build an Exascale resource we need to address some major technology challenges related to Energy
consumption, Network topology, Memory and Storage, Resilience and of course Programming model and
Systems software.
From a computational science point of view, the architectural design of existing peta-scale supercomputers,
where computing power is mainly delivered by accelerators (GPU, FPGA, Cell processors etc.), already impacts
on scientific applications. This will become more evident on the future Exascale resources that will involve
millions of processing units causing parallel application scalability issues due to sequential application
parts, synchronising communication and other bottlenecks. Future applications must be designed to make
systems with this number of computing units efficiently exploitable.

An approach based on hardware/software co-design is crucial to enable Exascale computing by solving the
application-architecture performance gap (the gap between the peace capabilities of the hardware and the
performance released by HPC software) contributing to the design of supercomputing resources that can be
effectively exploited by  real scientific applications.

In Astronomy and Astrophysics, HPC numerical simulations are today one of the more effective instrument to
compare observation with theoretical models, making HPC infrastructures a theoretical laboratory to test
physical processes. Moreover they are mandatory during the preparatory phase and operational phase of
scientific experiments. The size and complexity of the new experiments (SKA, CTA, EUCLID, ATHENA, etc.) require
bigger numerical laboratories, pushing toward  the use of Exascale computing capabilities.

This talk will summarise the major challenges to Exascale and how much progress has been made in the last
years in Europe. I will present the effort done by the ExaNeSt EU funded project to build a prototype of an
Exascale facility based on ARM CPUs and accelerators, designed using a hardware software co-design
approach, where Astrophysical codes are playing a central role in defining network topology and storage
system. Finally I will discuss how the co-design will impact on Numerical Codes that must be re-engineered to
profit of the Exascale supercomputers.
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Massive Scientific Workloads: Lessons Learned From Petaflop-Scale Weather Simulations

Weather forecasts run at the European Centre for Medium-Range Weather Forecasts (ECMWF) are complex
workloads which use tens of thousands of CPU cores from two of the most powerful supercomputers in the
world (top twenty of the top 500 list). They run for potentially weeks on end and process hundreds of millions
of observation datasets.

Each of these forecast simulations is a heterogeneous mix of hybrid MPI-OpenMP Fortran/C/C++ numerical code
surrounded by a host of Python and Shell scripts staging data in and out of databases, creating high-level
products, performing sanity check on inputs and outputs etc. When running on a HPC cluster, they each spawn
tens of thousands of jobs in a very deep dependency graph.

Monitoring, profiling, debugging these complex workloads and their dependency rules is a herculean task,
made more difficult by the fact that the tools one can use to analyse compiled executables (e.g. darshan and
Allinea MAP) lose much of their power or are completely unusable when dealing with scripts. Important issues
of machine over-subscription and CPU power management are also left un-tackled.

Tools and techniques developed at ECMWF to approach whole-workload profiling of weather simulations will
be presented. Their applicability to present and future astronomy processing needs will be investigated as
well.
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HPC Development for the ALMA Pipeline

CASA, the Common Astronomy Software Applications, has the primary goal of supporting the data processing
needs of ALMA and VLA. The Parallelisation framework implemented in CASA uses MPI, the Message Passing
Interface, which is accessible at run time through a wrapper of the MPI executor called “mpicasa”. We use MPI
Python bindings to control the parallelization of high-level CASA tasks and will soon start to use MPI C
bindings for specific low-level C++ parts of CASA.

The parallelisation in CASA is achieved by partitioning the input MeasurementSet (MS) into several pieces that
are virtually concatenated. Once the data is partitioned into a so-called Multi-MS, the CASA parallelised
tasks are able to detect it automatically and if a cluster is available, sub-tasks are sent to the cluster
nodes using MPI.

The ALMA pipeline will soon start using the CASA parallelisation framework to create science-ready data
products to users. In this talk, I will show details of the Tier approaches used in the parallelisation of the
pipeline and give preliminary performance numbers of the ALMA pipeline parallel processing.
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FACT-Tools – Processing High-Volume Telescope Data

Several large experiments such as MAGIC, FACT, VERITAS, HESS or the upcoming CTA project deploy high-precision
Cherenkov telescopes to monitor celestial objects. The First G-APD Cherenkov Telescope (FACT) is pioneering
the use of solid state photo detectors for imaging atmospheric Cherenkov telescopes. Since October 2011, the
FACT collaboration has successfully been showing the application and reliability of silicon photo multipliers
for earth-bound gamma-ray astronomy.

The amount of data collected by modern Cherenkov telescopes poses big challenges for the data storage and
the data analysis. The challenges range from domain specific physics aspects, such as finding good filtering
algorithms/parameters for background rejection, to scalability issues, requiring analytical software to be
scaled to large clusters of compute nodes for an effective real-time analysis.Modern cluster environments,
which emerged from the Big Data community, aim at distributed data storage with a strong emphasis on data
locality and fault-tolerant computing. These clusters perfectly match the requirements of modern data-
driven physics experiments. However, their programming demands expert knowledge to gain the full
performance advantages at the user level.

In a joint effort of physicists and computer scientists we targeted this area of conflict using the generic
streams framework, a pluggable data processing environment developed at the Collaborative Research
Center SFB-876. Using streams allows for the high-level design of analytical data flows, while maintaining
compatibility to large scale streaming platforms. This enables physicists to develop and test new algorithms
in a local environment and deploy their solutions on modern compute clusters without adaptions.

Using the \streams framework, we built a processing library for designing a data pipeline for the FACT
telescope. The resulting FACT Tools provide a rapid-prototyping environment for the development of any data
processing stage required within FACT. The toolsuite supports reading raw camera output and applying various
data cleaning and feature extraction stages. The integration of popular machine learning libraries
additionally supplies smart filtering of relevant events to suppress background noise. The abstract
modelling of data pipelines allow for an efficient data processing on large scale clusters within the Apache
Hadoop ecosystem.
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EGI Foundation

EGI technical platforms for advanced computing

EGI is the European infrastructure for distributed computing federating more than 300 data centres
worldwide to delver secure compute, storage and data management for international research
collaborations in all scientific dsciplines.
The talk provides an overview of the technical platforms that allow distributed computing to be accessible
by scientific applications, and more specifically how these are being used by astronomers in their research
workflows.
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Improving astronomical online services with Apache Spark and Docker

To face the increasing volume of data we will have to manage in the coming years, we test and prototype
implementations in the Big Data domain (both data and processing).

The CDS propose a "X-Match" service which does a cross correlation of sources between very large catalogues
(10 billions rows).

It is a fuzzy join between two tables of several hundred millions of lines (e.g. 470,992,970 sources for 2MASS). A
user can do a cross-match of the (over 10,000) catalogues proposed by the CDS or he can upload his own table
(with positions) to cross-match it with these catalogues. It is based on optimized developments implemented on
a well-sized server. The area concerned by the cross-match can be the full Sky (which involves all the
sources), a cone with only the sources (which are at a certain angular distance from a given position), or a
HEALPix cell.

This kind of treatment is potentially "heavy" and requires appropriate techniques (data structure and
computing algorithm) to ensure good performances and to enable its use in online services.

Apache Spark seemed very promising and we decided to improve the algorithms, by using this technology in a
suitable technical environment and by testing it with large datasets. Compared to Hadoop, Spark is designed to
do as much as possible the treatments in the RAM.

We performed comparative tests with our X-Match service. In a first step we used an internal and limited test
bed to learn and to gain the necessary experience to optimize the process. In a second step we did the tests
with a rented external cluster of servers.

At the end we reached an execution time better than the X-Match service. We will detail this experiment step
by step and show the corresponding metrics.

We will focus on the bottleneck we encountered during the shuffle phase of Spark and especially the
difficulty to enable the « data co-location » which is a way to decrease the data exchange between the nodes.
Following discussions around Spark, we are now working on the hardware definition of a new test bed and on
the use of Spark 2.0, which is near the official release. We have also started to evaluate Docker in the frame
of "bringing the computing to the data". The encapsulation of the computing algorithms in Docker components
could be a solution to deploy quickly and easily a processing environment near the distributed data (based on
Hadoop Distributed File System). We propose an overview of the study from a technical and budgetary
perspective.
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 Building a community of tech savvy astronomers in the era of “big-data" and "data science"

The rise of “big data” and “data science” in the technology industry and its prevalence in academic research is
creating a new generation of savvy astronomers, eager to explore new approaches, and embrace new
techniques and digital tools and to manipulate, explore, analyse, interpret complex datasets.

Through tech-focussed conferences, collaborative coding, and hack events, the next-generation astronomers
now have a broader range of research, programming and software development skills in their arsenal than
traditionally required. Events such as Python in Astronomy; DotAstronomy; Astro Hack Week; AAS, NAM and SPIE
Hack Days, Space Hack, SciCoder and ANITA workshops bring together a diverse community of astronomers,
instrument scientists, software developers, data archivists, wranglers, and educators. They provide a forum
for discussing the latest tech tools, sharing skills and increasing digital literacy, promoting best practises in
scientific computing, and the opportunity for astronomers to create innovative research and outreach tools
in a collaborative environment.

This tech-focussed philosophy of how astronomy research could be done, has enormous benefits to “big-data”
astronomy research, for example better-handing of SKA, LSST and JWST data processing and products, and
tools development to maximise early science discoveries and societal impact. With examples, I will show how
momentum is slowly building in this space and highlight the many benefits that come with this new philosophy;
from bridging the gap between astronomers, instrument scientists, software developers and the wider ADASS
community, to increasing engagement with the tech industry, enhancing everyday astronomy research
projects, and providing early career researchers with the critical tech and data science skills needed for
alternative career paths in other sectors.
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CDS

The Centre de Données astronomiques de Strasbourg (Strasbourg Astronomical Data Centre, CDS) provides a
number of reference astronomy services. SIMBAD is the reference database for the identification and
bibliography of astronomical objects (outside the solar system); VizieR is a catalogue service for large sky
surveys, catalogues and tables published in academic journals, and increasingly for other types of data
"attached to publications"; The Aladin interactive sky atlas provides an interactive portal for access to
collections of images and data available in the Virtual Observatory; The CDS fast cross-matching service
provides capabilities for positional cross-matching of very large catalogues. This booth will provide live
demonstrations of these services, and also practical advice on accessing the CDS services via different
interfaces. We highlight use of the Hierarchical Progressive Surveys (HiPS), a HEALPix based scheme for images,
catalogues and 3-dimensional data cubes, and its use in Aladin Lite. We welcome the opportunity for
interactions and feedback from the ADASS community.

ora sess. dalle

ora relazione dalle

Demo Booth organisational TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Demo Booth organisational

D2:    Jens Bjoern Buss
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FACT-Tools (Demo) – Processing High-Volume Telescope Data

The First G-APD Cherenkov telescope (FACT) is an Imaging Atmospheric Cherenkov Telescope (IACT) located on the
island of La Palma near the summit of the Roque del los Muchachos. FACT's purpose is the monitoring of bright
TeV Blazars in the northern sky in order to detect states of high activity of these sources. Moreover, it is
pioneering the use of Silicon Photomultipliers in gamma-ray astronomy.

In order to coordinate multi-wavelength campaigns, other experiments need to be alerted quickly in case of
flaring sources. At the telescope site, a real-time data analysis is running which performs a raw data
analysis and online application of machine learning algorithms to distinguish signal events from background
events. A web interface provides visualizations of the data using the D3 JavaScript library. It displays the
telescope status, data rates and analysis results in real time. The high performance requirements for the
real-time analysis are met by use of a distributed data streaming engine called the streams-framework. It is a
modular data streaming environment working in conjunction with popular Big Data solutions for distributed
computing like Apache Spark. The streams-framework explicitly models the data and control flow as a graph
using edges and nodes. These can be visualized by a dashboard like graphical user interface.

In addition to the real-time analysis of the telescope data, offline computations on the telescope data have
to be done, e.g., to test new reconstruction algorithms on older data or to apply advanced analysis
techniques. Some of these tasks can, computationally, be too expensive to be done in the real-time case with
the limited resources on the Roque de los Muchachos. At this point, the interoperability of the streams
framework with modern large-scale big data frameworks like Apache Hadoop or Spark is a big advantage.

This demo will show how the data analysis pipeline for FACT's data is setup with the streams-framework.
Progress and state can be monitored via a dashboard which also visualizes the data flow. Moreover, the demo
will show a mockup of the running system as well as the mentioned status website with real-time analysis
results.
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JIVE - Joint Institute for VLBI ERIC; ASTRON - Netherlands Institute for Radio Astronomy. Dwingeloo, The
Netherlands

ASTERICS -  Astronomy ESFRI and Research Infrastructure Cluster

The Astronomy ESFRI and Research Infrastructure Cluster, ASTERICS, brings together astronomers and
astroparticle physicists of 23 European institutes to help world-leading facilities, such as SKA, CTA, KM3NeT,
and E-ELT, work together to find common solutions to their Big Data challenges, their interoperability and
scheduling, and their data access.

Major goal of ASTERICS is the development of common solutions for streaming data processing and extremely
large databases by maximising software re-use and co-development of technology for the robust and flexible
handling of huge data streams. Critical for reaching this goal is the creation of an open innovation
environment for establishing open standards and software libraries for multi-wavelength/multi-messenger
data. Cross-facility coordination is crucial in terms of response to multi-messenger transient alerts.
Therefore, ASTERICS is developing innovative methods for relaying alerts, which will signal the detection of
transient event between facilities for joint observing programmes. In preparation for the era of multi-
messenger observations, ASTERICS addresses common challenges to connectivity, synchronisation, and
scheduling.

Finally ASTERICS aims to open up multi-wavelength and multi-messenger astronomy to scientists, through the
Virtual Observatory by adapting the VO framework and tools to the ESFRI project needs, and to the general
public, which is not only seen as target for outreach but as a research tool by means of citizen science mass
participation experiments.
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CADC, National Research Council Canada

The Common Archive Observation Model: Open Source Model and Infrastructure

CAOM is an open source model and open source codebase that acts as the foundation of a complete astronomy
data centre. CAOM is evolving to meet the demands of both data variety and the needs of science users, science
teams, and data centre operations.

We will provide an informal overview and discussion of CAOM: the model, the available code, and the
community.
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ESA-ESAC European Space Astronomy Centre

ESAC Science Data Centre

The ESAC Science Data Centre provides services and tools to access and retrieve observations and data from
all ESA space science missions (astronomy, planetary science and heliophysics). We have recently developed a
new suite of user-friendly web-based applications that are easy to use and allow the seamless exploitation
of the scientific data from current and past ESA astrophysics missions. We will offer interactive
demonstrations of some of these new services, including the European Hubble Science Archive, the Gaia Archive,
the Planck Legacy Archive, the XMM-Newton Science Archive and ESASky, which provides full access to the
entire sky as observed with ESA (and other) missions.
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SciServer/Compute: Bring Analysis Close to the Data

We present a demo that illustrates the capabilities of SciServer/Compute. SciServer/Compute is a component
of SciServer, a big-data infrastructure project developed at Johns Hopkins University that will provide a
common environment for sharable computational research.

SciServer/Compute uses Jupyter notebooks running within server-s¬ide Docker containers attached to big
data collections in relational databases and file storage to bring advanced analysis capabilities close to the
data. Apart from interactive notebooks in Python, R and MATLAB, SciServer/Compute offers an API for running
asynchronous tasks, also in Docker containers.

SciServer/Compute contains custom libraries for accessing databases available in CasJobs as well as various
storage systems. SciServer/MyScratch provides terabytes of scratch storage spaces and SciServer/SciDrive
offers a Dropbox like service for long term storage of scientific results. These components are accessible
through a single-sign-on mechanism.

SciServer supports a range of scientific disciplines and it integrates large existing databases and file
collections in the fields of astronomy, cosmology, turbulence, genomics, oceanography and materials science.

The demo will highlight the data flow between various components of SciServer including file storage,
database, and compute with data sets from diverse scientific fields.
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D9:    Lars  Lundin

ESO - European Southern Observatory

ESO-Reflex for the Very Large Telescope

ESO-Reflex for the Very Large Telescope

We present ESO-Reflex, a graphical tool for reducing VLT/VLTI science data using the ESO pipelines.

ESO-Reflex is based on the concept of a scientific workflow, built upon the Kepler workflow system, and is
used for the development of data reduction workflows based on the ESO Common Pipeline Library for all new
VLT instruments. The data reduction cascade is rendered graphically and data seamlessly flow from one
processing step to the next. The data organization necessary to reduce the data is built into the system and is
fully automatic. It is distributed with a number of complete test datasets so that users can immediately start
experimenting and familiarize themselves with the system.
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D7:    Christopher Andrew ZAPART

NAOJ - National Astronomical Observatory of Japan, Mitaka, Tokyo, Japan

ALMAWebQL v2: a modern interactive client-server architecture for fast previewing of large ALMA
datasets

We demonstrate a re-designed version 2.1 of the ALMA WebQL web service - available through the JVO ALMA FITS
archive - which allows users to preview ALMA FITS files of any size without having to download large amounts
of data to user PCs. Large FITS files (i.e. > 20GB) can be previewed smoothly in a web browser running on a
relatively low-spec client PC. Users can interactively zoom-in to selected areas of interest with the
corresponding frequency spectrum updated in near realtime (network connection-dependent). At a glance
users gain access to large images as well as the corresponding frequency spectra that are visible both at the
same time.

The ALMA WebQL service adheres to a modern client-server architecture. A fast FITS processing web
application server runs a custom C/C++ HTTP daemon developed in-house on top of the open-source GNU
libmicrohttpd C library. The client (a web browser) is a rich interactive internet application built on AJAX,
HTML5 and SVG standards. In order to facilitate fast on-demand viewing of large ALMA datasets, FITS files are
cached locally using NVMe PCI Express Solid State Drives housed in the ALMA WebQL server. Large FITS files can
therefore be loaded by the ALMA WebQL application at speeds over several gigabytes per second.

The latest version 2.1 gives a choice of different colourmaps, printing support (works best in Firefox),
automatic integration with the Lovas molecular database, disabling Y-Axis autoscale, synthesized beam
overlay and manual reference frequency/source velocity corrections.
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Oxford e-Research Centre, University of Oxford, Oxford

A real-time Single Pulse detection algorithm for GPUs

Detecting non-repeating events in the radio spectrum has become increasingly important in radio astronomy
over the last decade due to the discovery of fast radio bursts (FRBs). Because we do not know the signal
properties a priori, we choose to use a series of boxcar filters of differing lengths. The boxcar filter matching
the single pulse width of a signal present in the data sweeps up the signal lifting it out of the background
noise. Given the vast data rates of next generation radio telescopes and the number of computational
operations required by boxcar filtering, to achieve real-time detection the use of High Performance Computing
techniques and hardware is required. We have implemented a GPU single pulse detection algorithm, for NVIDIA
GPUs, which use boxcar filters of varying widths. Our code performs thresholding based on the signal-to-noise
ratio produced by a boxcar filter of a given width and presents the highest signal-to-noise ratio detected in
the data. We present our parallel implementation of our single pulse detection algorithm, along with
performance results for SKA like data.

ora sess. dalle

ora relazione dalle

Poster abstract TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Poster Session

P8.30:    François  Agneray

CNRS - Laboratoire d'Astrophysique de Marseille, Marseille, France

AstroNomical Information System V3

ANIS (AstroNomical Information System) is a web generic tool developed at CeSAM to facilitate and standardize
the implementation of astronomical data of various kinds through private and/or public dedicated
Information Systems. The ANIS architecture is composed of a database server which contains the project data,
a web user interface template which provides high level services (search, extract and display imaging and
spectroscopic data using a combination of criteria, an object list, a sql query module or a cone search
interfaces), a framework composed of several packages, and a metadata database managed by a web
administration entity.

A new version of ANIS is currently in development and the main goal for this new implementation is to provide
several web services access. Indeed the new version is based on a RESTful architecure and users or softwares
will be able to call ANIS server via URLs. Finally user interface was redesigned in single page application (SPA)
in order to streamline the user experience.
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Astrophysics Source Code Library: Here we grow again!

The Astrophysics Source Code Library (ASCL) is a free online registry of codes used in research; it is indexed by
ADS and Web of Science and has over 1300 code entries. Its entries are increasingly used to cite software;
citations have been at least doubling each year since 2012, and every major astronomy journal accepts
citations to the ASCL. Codes in the resource cover all aspects of astrophysics research and many programming
languages are represented. In the past year, the ASCL has added dashboards for users and administrators,
started minting DOIs for codes it houses, and added metadata fields requested by users. This presentation
covers the ASCL’s growth in the past year and the opportunities afforded to it as one of the few domain
libraries for science research codes, and will solicit ideas for new features.
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ASC LPI(Astro Space Center of Lebedev Physical Institute)

ASC Correlator and Astro Space Locator software: Data processing in “Radioastron” mission.

The “Radioastron” space mission is the unique project of Russian Space Agency (Roscosmos) and Russian Academy
of Sciences to investigate the Universe by means of VLBI implementation with “Spektr-R” space satellite.
“Spektr-R” onboard 10-m radio telescope has been operating since 15 November, 2011 as the Space element of
the space-ground interferometer at the orbit with its apogee up to 350000 km. The first and the basic step in
VLBI data processing is correlation. Space-VLBI brings new requirements to the correlation process due to
significant uncertainties in delay model for space telescope. “Radioastron” mission correlator is a part of ASL
(Astro Space Locator) software package, which was developed in Astro Space Center (ASC) of Lebedev Physical
Institute. In this report the main features and operational procedures of the ASC Correlator are described
with the emphasis on the Space-VLBI data-processing differences compared to the ground VLBI. It includes a time
delay and its derivatives calculation algorithm and the procedure of correction for these parameters. This
approach is critical for the correlation of space-ground interferometer data. In this report we also show the
importance of the orbit accuracy and correlator requirements for the future Space-VLBI missions, such as the
“Millimetron” project.

Also, we describe the main features of ASL Software package, which is an unique set of software instruments
and tools for VLBI data reduction, calibration and VLBI imaging deconvolution.
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Discovering European Hubble Science Archive Data

The European Hubble Science Archive is located at ESAC Science Data Centre (ESDC), where it has been
completely reengineered and redesigned, and it is now fully integrated with the rest of the ESA science
archives for astronomical missions, to ensure long preservation and maintenance of the Hubble data: over 1.2
million observations from 10 different scientific instruments that conform a treasure of astronomical data.

All the public HST data, Hubble Legacy Archive and high-level science data products are available to the user
from the from the European HST archive (EHST), released in October 2015. In addition to the dedicated archive,
the ESDC offers Hubble Science Archive data from the ESASky tool, and the Hubble Source Catalogue into the
Gaia Archive. Both visualization and science return possibilities become now greater than ever.

We present here all the means that the ESAC Science Data Centre offers to the astronomy community
interested in Hubble Science Archive data, as well as the new features recently incorporated into the EHST.
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STScI - Space Telescope Science Institute, Baltimore, MD

SBC Point Spread Functions and Encircled Energy Curves

We present updated point spread functions (PSF) for the Advanced Camera for Surveys Solar Blind Channel
(ACS/SBC). The currently available PSF models (via Tiny Tim) were derived during ground testing and were
never updated once the instrument was put in orbit. As part of a campaign to improve the instrument
calibrations, we observed a white dwarf using three filters (F125LP, F140LP, F150LP) and derived new PSFs. The
new PSFs contain more flux in the wings than the Tiny Tim models. We also generated new encircled energy
curves, of which only two filters were available. With these new measurements in hand, a more accurate
absolute flux calibration can be determined.
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Accelerated Distributed Visualisation in The Theoretical Astrophysical Observatory (TAO)

Mock observations of galaxy survey data are an integral part of modern astronomical analysis. Their
creation demands expert knowledge of galaxy modelling and simulation, as well as access to high
performance computing (HPC). Consequently, it is a non trivial task for observers to quickly build mock
catalogues suited to their needs. The Theoretical Astrophysical Observatory (TAO) is a virtual laboratory
that provides a pipeline to build such mock observations and other derived data products based on different
cosmological dark matter simulations and semi-analytic galaxy formation models. TAO intuitive interface
hides the complexity of its distributed back-end and provides an easy-to-use mechanism to control its
processing pipelines.

Bringing analysis and post-processing codes to the data is the preferred solution for cutting edge big-data
problems in astronomy. Such a solution is not easy to achieve - especially on modern massively parallel
heterogeneous architectures. The majority of astronomers often have little or no knowledge on how to build
complex large-scale data analysis pipelines or interact with such platforms. Our paper describes recent
work towards web-based interactive visual exploration of large datasets in TAO to underpin better
exploitation of its high-performance data analysis and processing pipelines.

This work fully integrates the high performance volume rendering technique, Splotch, within the standard TAO
pipeline. Splotch is a ray-casting approach for visualizing complex and multivariate large-scale point clouds
and is in continuous development, taking into account emerging technologies (e.g. GPUs, Xeon Phi) and HPC
solutions (e.g. massively parallel and heterogeneous architectures). Through a smart combination of CUDA,
OpenMP and MPI, as well as GPI, Splotch is highly scalable and capable of processing hundreds of TBs whilst
keeping computational times at acceptable levels.

We outline how Splotch was adapted to accommodate specific TAO requirements as a means of visual
exploration and discovery for quickly gaining an understanding of large datasets by end users, thus
facilitating effective selection of TAO content for further quantitative analysis. We discuss work to expose
functionalities through a web interface based on Django giving non technical TAO users the possibility to
deploy Splotch in an HPC environment for easy access to state-of-the-art simulated data for a wider user
base of astronomers.
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CNRS AstroParticule et Cosmologie Universite Paris Diderot

Prospects about X- and gamma-ray counterparts of gravitational wave signals with INTEGRAL

By extrapolating the number of detections made during the first LIGO science run, tenths of gravitational
wave signals from binary black hole mergers are anticipated in upcoming LIGO Virgo science runs. Finding an
electromagnetic counterpart to compact binary merger events would be a landmark discovery. The search
for such counterpart is challenging for a number of reasons, such as the poor resolution of source position
reconstruction from the gravitational wave observations alone, and the weakness of the expected
electromagnetic signal. In this poster, we evaluate the ability of current wide-field X- and gamma-ray
telescopes aboard INTEGRAL to find such counterparts. We present the result of an end-to-end simulation for
estimating the fraction of the sources that can be followed up, and the fraction of counterparts that can be
detected based on different models.
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Korea Astronomy and Space Science Institute

Analysis tool using running-difference polar representation of SDO big data

We have developed a software tool to detect coronal features automatically using the polar representation
of Solar Dynamics Observatory (SDO) data. We focused on the off-limb solar features which shows vivid
configuration of coronal feature with height. We have applied this method to 12-second cadence images
obtained by SDO. The software consists of three parts: the creation new images such as difference images and
polar representation, detection of coronal features, and visualization data set. We parallelized computing
process for creating running difference and polar representation because SDO produces huge amount of data
about 1.5 TB a day. The output of this software will expand the coronal feature catalog, search engine and
viewing service. We expect that the algorithm of this tool would be Coronal Mass Ejections (CMEs) detection
using coronagraph data.

ora sess. dalle

ora relazione dalle

Poster abstract TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Poster Session

P2.1:    Carlo  Baffa

INAF - Oservatorio Astrofisico di Arcetri

SKA Monitor and Control: Harmonization Challenges

The Square Kilometre Array (SKA) project is an international effort to build the world's largest radio
telescope, with eventually over a square kilometre of collecting area. The Project is one of the largest
scientific endeavours in history and will bring together close to 100 organizations from 20 countries.

This is why a recent decision has introduced (SKA-wide) a coherent approach to the monitoring and control
task. A dedicated workshop, held in Trieste, has indicated as the tool of choice Tango Control framework.

This project is so large that managing, in pseudo-real time, the ensemble of interacting hardware and
software is extremely complex. Once we have identified the right tool to solve it, the current challenge is to
find the smartest strategies to implement the whole SKA project by using the Tango Control framework

In particular we are developing a uniform class schema proposal and some alternative approaches to
program and control the complex subsystems which constitutes a large part of SKA.
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STScI - Space Telescope Science Institute, Baltimore, Maryland

Mitigating radiation damage effects in the HST/WFC3 CCD detectors

CCD detectors in low-Earth orbit are known to suffer from accumulating radiation damage and the Hubble
Space Telescope Wide Field Camera 3 (HST/WFC3) is no exception. In WFC3/UVIS, the damage produces a growing
hot-pixel population along with charge traps that cause a progressive loss in charge-transfer efficiency
(CTE) over time. The CTE decline results in both a reduction of the detected source fluxes as well as a
systematic shift in the measured source centroids, and the impact can be substantial, particularly for faint
sources in low-background images. In this report, we summarize the state of the radiation-damage effects in
WFC3/UVIS and discuss the available mitigation options, with a focus on the algorithm and software that
comprise the pixel-based CTE correction available in the automated WFC3 calibration pipeline in 2016.
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A PLC distributed layout: the case of the Instrument Control Electronics of ESPRESSO

ESPRESSO, the Echelle SPectrograph for Rocky Exoplanet and Stable Spectroscopic Observations of the
European Southern Observatory (ESO), is passing the integration phase in Geneva before being shipped to Chile
and installed at the Very Large Telescope (VLT) site on the Cerro Paranal.

It is going to be one of the first permanent instruments of VLT with a distributed control electronics based on
Beckhoff PLCs.

About 40 motorized stages, more than 90 sensors and several calibration lamps are controlled by the
Instrument Control Electronics (ICE) and Software (ICS).

All the ESPRESSO functionalities are managed by two main CPUs that share the workload.

The Beckhoff EtherCAT decentralization modules ensure the EtherCAT continuity between the 7 PLC electronics
subracks placed in different cabinets, allowing optimal distributed architecture.

Furthermore, one of the two CPUs is equipped with an IEEE 1588 protocol interface, used for the time
synchronization of distributed clocks in the networks.

In this paper the features of the CPUs used, the functions distribution between them, the electronic cabinets
configuration and a detailed overview of the PLC control system used are presented.
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Interpolation between Compact Binary Population Synthesis Models

As we enter the era of gravitational wave astronomy, it seems probable that we are going to have many
observations of black hole and neutron star mergers. However, there is still a great deal of uncertainty as
to how a merging compact binary is formed in the first place.

Population synthesis codes tie together cutting edge physics to simulate the lifetimes of a millions of pairs of
stars in a universe governed by an array of 'hyperparameters', controlling things like the transfer of mass
between stars and the asymmetry of supernova explosions.

Unfortunately, this parameter space is large and the simulations expensive. My work is concerned with making
inferences about the simulations we haven't run yet, given the ones we have, and deciphering which areas of
the parameter space we know least about, so we know how best to spend our CPU hours.

ora sess. dalle

ora relazione dalle

Poster abstract TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Poster Session

P2.2:    Alejandro Javier Barrientos

UTFSM - Universidad Tecnica Federico Santa Maria, Santiago, Chile

Machine Learning approaches for detection and classification of astrochemical spectral lines

Astronomical spectroscopy is a field that has been growing for a number of years, analyzing the features of
molecular spectral lines from astronomical data cubes provides insight to the composition and dynamics of
our universe. With the arrival of state-of-the-art high spectral resolution radiotelescopes like ALMA, the size
of the data cubes will be constantly growing in time. This is why we believe that some automatic analysis
methods will be helpful assisting the astrochemists work. We would like, to generate a method to analyze
astronomical data cubes, detect their regions of interest, by using a non supervised clustering algorithm, and
then, generate a spectrum for each region of interest, and classify the molecular species found in the spectra,
by using a supervised training algorithm. The training for the learner is done using synthetic spectra, and the
validation is done using radio astronomical data cubes from ALMA observational data. Initial experiments
contemplated a naive physical model that was considered to start the problem and two popular Machine
Learning methods were tested for the task of classifying molecular spectra, Support Vector Machines and
Neural Networks; Results for classification accuracy for the testing data ranged between 86.2 and 99.9
percent.

We conclude that the problem is more complex than classifying laboratory spectra, also, the scarcity of
real-world examples makes synthetic data useful to test the models. Our first approach provides the
foundations for more complex models, and, as we keep adding physical parameters into the model, the need for
a more potent approach, such as the Machine Learning approach, becomes clearer.
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INAF - Istituto di Radioastronomia, Bologna, Italy

DISCOS project status and evolution towards Continuous Integration

DISCOS (Development of the Italian Single-dish COntrol System) is the software package providing a control
system to the three Italian radio telescopes (Medicina, Noto and SRT dishes). It is based on the Alma Common
Software (ACS) framework, and currently consists of more than 500k lines of code. It is organized in a common
core and three specific product lines, one for each telescope. We briefly describe this architecture in its core
details.

In the last two years we have supported the astronomical validation of the SRT radio telescope, leading to the
opening of the first public call for proposals in late 2015. During this period, while assisting both the
engineering and the scientific staff, we massively employed the control software and were able to test all of
its features: in this process we received our first feedback from the users and we could verify how the system
performed in a real-life scenario, drawing the first conclusions about the overall system stability and
performance. The exposure to public utilization has highlighted the major flaws in our development and
software management process, which had to be tuned and improved in order to achieve faster release cycles
in response to user feedback, and safer deploy operations. In this regard we show how the introduction of
testing practices, along with continuous integration, helped us to meet higher quality standards. We describe
how the project evolved over the years and how software management best practices borrowed from the
industry impact on the success of such a large scientific software project.
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INAF - Osservatorio Astrofisico di catania

Visual Analytics in Astrophysics: an integrated tool based on VisIVO

VisIVO provides an integrated suite of tools and services to visualize meaningfully highly-complex and large-
scale datasets. In particular the desktop application handles observational and simulated datasets,
especially focusing on multiple dimensions, such as catalogs or computational meshes on local PCs. The data
are represented either as points or volumes and can be visualized using advanced rendering algorithms.

The VisIVO Desktop has been recently re-designed as a tool for visual analytics in the context of the FP7
VIALACTEA project which aims to exploit the combination of all new-generation surveys of the Galactic Plane
to build and deliver a galaxy scale predictive model for star formation of the Milky Way. Usually the
essential steps necessary to unveil the inner workings of the galaxy as a star formation engine are often
carried out manually, and necessarily over a limited number of galactic sources or very restricted regions.
Therefore scientists required new technological solutions able to deal with the growing data size and
quantity coming from the available surveys to extract the meaningful informations contained in the data. This
resulted in a novel framework based on advanced visual analytics techniques, data mining methodologies,
machine learning paradigms and Virtual Observatory (VO) based data representation and retrieval standards.

The Visual Analytics environment allows the astronomers to easily conduct research activities using virtual
reality methods for multidimensional data and information visualization. It provides real-time data
interaction to carry out complex tasks for multi-criteria data/metadata queries on subsamples selection
and further analysis, or real-time control of data fitting to theoretical models. It is implemented as a client-
server application where all data, models, analysis tools and data-mining/machine-learning pipelines are
enclosed in a standardised, homogeneous and interoperable framework. The tool is a cross-platform
application, it is implemented in C++ for the core functionalities using Qt for the user interface and the adopted
rendering engine is the Visualization Toolkit (VTK). The access to VO-compatible databases and archives is
performed using the TAP service and the interoperability with the other VO-based tools (e.g. Aladin, Topcat) is
guaranteed thanks to the implementation of the SAMP (Simple Application Messaging Protocol) protocol.
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TAP Support in PyVO

PyVO is an astropy-affiliated package providing an API for the access and retrieval of astronomical datasets
from the Virtual Observatory (VO) using various VO Data Access Layer Protocols. This poster reports on the
recent addition of support for the Table Access Protocol (TAP) in PyVO. Methods for synchronous and
asynchronous queries are provided, including support for uploading local tables. PyVO's TAP support also
allows inspection of the service metadata. Thanks to astropy integration, it is straightforward to work with
the obtained results and re-use them either in further VO queries or in custom python code.
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How Managing The Montage Image Mosaic Engine Has Expanded Its Breadth of Use

The Montage toolkit is finding exceptional breadth of usage, far beyond its intended application as a mosaic
engine for astronomy. New uses include:

- Visualization of complex images with data overlays: e.g. as a re-projection engine integrated into the server-
side architecture of a Gbit visualization system; supporting investigations of 3D printing with the X3D protocol;
creation of sky coverage maps for missions and projects; bulk creation of sub-images of multiband photometry
data; creation of plots in the APLPy library.

- Creation of new data products at scale: mosaics of Gemini AO images from the Gemini Multi-Conjugate Adaptive
Optics System/Gemini South Adaptive Optics Imager (GEMS/GSAOI) instrument, from the VISTA VIDEO and the UKIDSS
DXS surveys; welding the Herschel infrared Galactic plane (Hi-GAL) far-infrared Survey into a set of large-
scale mosaics, for planetarium shows at a digital as well as for research;

- As a re-projection engine to support discovery of 86 Near Earth Asteroids (a U.S. congressional mandate) in
the Lincoln Near-Earth Asteroid Research Program (LINEAR).

- Integration into data processing environments: integration of the 4D image cutout tool into the VO-compliant
CSIRO ASKAP Science Data Archive (CASDA); as a re-projection engine for the Dark Energy Survey (DES) pipeline.

- Discovery of imaging data at scale: use of memory mapped R-tree indices to support searches for spatially
extended data, in use in Spitzer and WISE image searches and in spatial and temporal searches for WISE and
KOA.

It has been cited as an exemplar application for development of next generation cyber-infrastructure in 238
papers between 2014 and 2016 to date.

What has enabled this broad take-up is that Montage has been built and managed as a scalable toolkit,
written in C and portable across all common *nix platforms, with minimal dependencies on third-party
software, such that it can be built with a simple “make” command. All the components have proven powerful
general-purpose tools in their own right, even those first developed to support mosaic creation, such as
discovery of images for input to the engine and for management of mosaics. We describe how Montage is
managed to assure that the benefits of the architecture are retained, and how we ensure that new
development is driven by the needs of the community.
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VisiOmatic 2: a web client for remote visualization with real-time mixing of multispectral data

VisiOmatic (Bertin et al. 2015) is a JavaScript client built on top of the Leaflet library for visualizing
extremely large scientific images in regular web browsers. We present the version 2 of VisiOmatic, which
offers a number of enhancements, including real-time mixing of multispectral datacubes. VisiOmatic is
embeddable in regular Web pages, blog posts, portals, or wiki entries, and compatible with touchscreen
interfaces such as those offered by iOS and Android mobile devices. The position and appearance of widgets is
fully customizable through module options and Cascading Style Sheets.
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Building an interoperable distributed storage and authorization system

A joint project between the Canadian Advanced Network for Astronomical Research (CANFAR) and the INAF-
Osservatorio Astronomico di Trieste (OATs), partially funded by the EGI-Engage H2020 European Project, is
working to deploy an integrated infrastructure, based on International Virtual Observatory Alliance (IVOA)
standards, to access and exploit astronomical data.

CANFAR provides scientists with an access, storage and computation facility, based on software libraries
implementing a set of standards developed by the IVOA. The deployment of a twin infrastructure, basically
built on the same open source software libraries, available at https://github.com/opencadc, has been started
at OATs-INAF. At present, this infrastructure provides users with an Access Control Service and a Storage
Service based on the VOSpace 2.1 IVOA standard.

The implementation of the IVOA standard ensures the interoperability of the whole geographically distributed
storage service.

The Access Control Service is based on the Group Management Service developed at CANFAR and open source
available. In the scope of the collaboration, the CANFAR software has been modified to allow integrated user
authentication, i.e. users of one of the infrastructures can use resources located either at CANFAR or at OATs-
INAF with a single-sign-on access point.

The Storage Service is based on the open source implementation, provided by CANFAR, of the IVOA 2.1 VOSpace
standard plus an open source data transfer management service developed at OATs-INAF in the scope of the
collaboration.

This poster focuses on the technical choices and the implemented solutions.
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LBT: INDIGO-DataCloud solutions for an Astronomical Distributed Archive

INDIGO-DataCloud (INtegrating Distributed data Infrastructures for Global ExplOitation), a project funded
under the Horizon2020 framework program of the European Union, aims at developing a data and computing
platform targeting scientific communities, deployable on multiple hardware and provisioned over hybrid
(private or public) e-infrastructures. Since the multidisciplinary field of application of the project, also the
astronomical community decided to embrace the ambitious effort to develop and release an infrastructure
able to filling existing gaps in PaaS and SaaS levels, helping developers, resource providers, e-
infrastructures and scientific astronomical community to overcome current challenges in the Cloud
computing, storage and network areas. Our current role in the INDIGO-DataCloud project is to provide
technical use cases, identify requirements, as well as test the proposed solutions.We present a description of
the goals and the identified technological stack and solutions offered by INDIGO-DataCloud for the Large
Binocular Telescope use case, current astronomical requirements and necessities for data persistence and
distribution over distinct and geographically separated sites and archives, as well as suggestions on how to
meet the current astronomical requirements and integrate them within INDIGO-DataCloud solutions.
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MOCPy, a Python library to manipulate spatial coverage maps

We will present MOCPy, a Python library to handle and manipulate MOC (Multi Order Coverage maps).

MOC is a Virtual Observatory standard - based on the HEALPix tessellation - that has proven to be quite useful
to describe and compare spatial coverage of datasets. Our library allows for easy creation of MOC objects
from a list of sources or for a given VizieR table with positions. Intersections of coverages can be computed
and VizieR tables data can be efficiently queried to retrieve only rows inside a given MOC coverage.

Eventually, we will also discuss how we use Jupyter notebooks running on mybinder.org service to provide
with interactive examples of MOCPy usage.
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Photometric conservation in HiPS processing

The HiPS technology has originally been developped within the frame of the Aladin project in order to provide
a progressive access to survey pixel data from AllSky view up to full resolution images. HiPS is currently
entering an IVOA standardization process, the number of HiPS surveys has been rising steeply since its creation
and is expected to keep growing. HiPS technology is strongly based on the HEALPIX tessellation of the sky. As
HiPS surveys are produced, original images are regridded onto Healpix tiles and vice versa when the data are
reprojected back on usual WCS FITS grids. As with any projection process, this may introduce systematic and
random uncertainties in the projected data.

In this poster the authors present results from different photometric conservation tests. Theses tests have
estimated the photometric accuracy in large apertures between fluxes measured on original and HiPS images.
Photometric uncertainties for point sources have also been estimated by comparing source extraction results
as obtained with Sextractor on original images and on HiPS reprojected images.
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Ariadne: a system for evaluation of AMAZED's spectroscopic redshift estimation efficiency

AMAZED (Algorithms for Massive Automatic Z Evaluation and Determination) is a project developed at LAM
(Laboratoire d'Astrophysique de Marseille) for supplying automated spectroscopic redshift estimation
software for next generation spectrographs such as PFS (Prime Focus Spectrograph) and Euclid. Redshift can
be estimated by cross-correlating spectral data and templates or by identifying key features in a
spectrograph, which are then matched to relevant astrophysical models (spectroscopic templates). Both
strategies are present in AMAZED's redshift estimation library, which is written in C++ with a pipeline based on
Boost modules. It performs a bayesian reliability assessment of its results, which can be used to flag
estimation quality. AMAZED's efficiency is well-defined for the set of spectrographs for which we have
reference redshift values. Here we present Ariadne, an automation subsystem for AMAZED, whose primary task
is to compute AMAZED's redshift estimation efficiency. Secondarily, it serves as a testing harness to facilitate
AMAZED's development. Ariadne is implemented at LAM in Python 3, importing widely used libraries such as
ZeroMQ, SQLAlchemy and PyQt. It is developed using Agile practices and designed to be highly modular. Ariadne
has modules for interprocess communication (named Pépin), for database, storage and batch system interface
(named Minos) and for user interface (named Ariadne). Minos' database stores spectrograph sets,
configuration parameters with their allowed variation intervals, and a list of repository tags (which is
updated by Jenkins). In a future work, we will add to Minos an automation module (to be called Tauros). Then,
Ariadne will give a multi-threaded interface to aid the user exit AMAZED with an estimation of its efficiency,
and kill Minos' Tauros if its process hangs.
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Satellite Detection in Advanced Camera for Surveys/Wide Field Channel Images

We present a novel process by which satellite trails can be detected and accurately masked within individual
chips of an Advanced Camera for Surveys (ACS) Wide Field Channel (WFC) image using Python. Since satellites
are transient and sporadic events, we used the Hubble Frontier Fields (HFF) dataset which is manually checked
for satellite trails has been used as a truth set to verify that the method in this document does a complete
job without a high false positive rate. We also present the process of producing a mask that will update data
quality information to inform users where the trail traverses the image and properly account for the
affected pixels. This code is now publicly available through the acstools ( https://acstools.readthedocs.
io/en/latest/ ) package and can be installed through the astroconda ( http://astroconda.readthedocs.
io/en/latest/ ) anaconda channel.
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The Hubble Space Telescope Wide Field Camera 3 Quicklook Project

The Hubble Space Telescope's Wide Field Camera 3 (WFC3) instrument has been acquiring ~50-100 images daily
since its installation in 2009. The WFC3 Quicklook project provides a means for WFC3 instrument analysts to
store, calibrate, monitor, and interact with these data through the various Quicklook systems: (1) a ~200 TB
filesystem, which stores the entire WFC3 archive on disk, (2) a MySQL database, which stores image header
data, (3) a Python-based automation platform, which currently executes 28 unique calibration and monitoring
scripts, (4) a Python-based code library, which provides system functionality such as logging, downloading
tools, database connection objects, and filesystem management, and (5) a Python/Flask-based web interface
to the Quicklook system. The Quicklook project has enabled large-scale WFC3 analyses and calibrations, such
as the monitoring of the health and stability of the WFC3 instrument, the measurement of ~20 million
WFC3/UVIS PSFs, the creation of WFC3/IR persistence calibration products, and many others. The Quicklook
system may be extended to support the forthcoming James Webb Space Telescope mission.

ora sess. dalle

ora relazione dalle

Poster abstract TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Poster Session

P8.5:    Alan  Bridger

UK Astronomy Technology Centre/STFC

Hosts, Guests and Shadows: Scheduling the SKA Telescopes

The Square Kilometre Array (SKA) will be the world’s most advanced radio telescope, designed to explore some
of the biggest questions in astronomy today, such as the epoch of re-ionization, the nature of gravity and the
origins of cosmic magnetism. The first phase of SKA construction, SKA1, is currently being designed by a large
team of experts world-wide. SKA1 comprises two telescopes: a 200-element dish interferometer in South Africa
and a 130000-element dipole antenna aperture array in Australia.

The planning of observations in the SKA is of particular importance, to ensure the optimal use of the facilities
and the maximum science output. In addition to the common data acquisition resources the planning tools must
plan the use of the data processing system for each telescope. Because of the data rates involved the data
processing forms a fully integrated part of the SKA telescopes, without which they cannot function, so the
plan for its use can dictate use of the other resources, even though processing lags behind data taking. Along
with the particular requirements of commensal (shared-data) observing and use of multiple parallel
execution of sub-arrays, the planning of observing with the SKA1 telescopes presents some unique challenges.
In
this paper these challenges are described, along with the currently suggested solutions.
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Real Time Streaming Analysis of IACT Data

Imaging Atmospheric Cherenkov Telescopes (IACT) like FACT produce a continuous data flow during
measurements.
  The First G-APD Cherenkov telescope (FACT) is dedicated to monitoring bright TeV Blazars in the northern sky.
  FACT's continuous monitoring produces a dense sample of observation points over long periods of time.

To help understand the mechanisms of cosmic ray acceleration, the sources need to be observed over a wide
range of wavelengths simultaneously.

To coordinate successful multi-wavelength campaigns, other experiments need to be alerted quickly in case
of flaring sources.
  This puts strong constraints on a real time data analysis process.

It needs to analyze the data faster than the telescope writes it. Otherwise, delays will accumulate over
time.

The usage of silicon photon detectors in FACT allows for a larger duty cycle compared to traditional Photo
Multiplier Tubes.
  This results in large amounts of collected data.
  Given good weather conditions, up to 1 TB of raw data are recorded per night.

To calculate excess rates from raw data, the entire data analysis process including data calibration,
filtering, image cleaning, parametrization and signal/background separation needs to be performed.

The online analysis software for FACT is build on top of the streams-framework, a modular data streaming
environment working in conjunction with popular Big Data solutions for distributed computing like Apache
Spark.

Pre-trained multivariate models are applied to the data written by the telescope data acquisition system.
This allows for effective background suppression in real time.

The system features a web interface showing live analysis results and telescope status during
measurements.

We show excess rates from observations of two bright blazars Markarian 501 and Markarian 421 and cross-
check the results with an existing Quick-Look-Analysis for flare alerts.

The technologies demonstrated here also serve as a testbed for the upcoming generations of IACTs as part of
the CTA project.
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Common access to 2-D and 3-D galactic radio surveys within the VIALACTEA project

VIALACTEA is a project to facilitate the study of star formation in our Galaxy. It is based on data collected in
various galactic surveys from past years. This survey data is available in form of FITS files which are
accessed through a web service developed by IA2 (Italian center for Astronomical Archives) at INAF-OATs. The
service handles ~30000 3-D radio cubes and 2-D images, originating from about 20 surveys, each offering data
on several molecular emission lines.

All the data is accessible from one interface in form of a web service. The service offers common
functionalities: a search engine to perform data discovery, a cutout engine to create sub-cubes or sub-images
and a merge service to unite FITS-files data of adjacent areas on the sky if stored in separate files. This
allows one compact 3-D or 2-D data package to be acquired and it would contain only the sky-spectral area
which the astronomer is interested in.

The services are uniformly parametrized by sky- and spectral-coordinates independently of data calibration
and data subdivision in the original survey FITS-files.

Currently supported sky-coordinates are Galactic and ICRS. Spectral axis is given by velocity relative to the
observer.

The searches are performed against all database or can be narrowed down by survey name, species and
transition. Positional search allow for cone and boxed regions.

Overlap flags are returned to help the user rank the results.

Since some of the functions - specifically merging more FITS-file data - are very CPU intensive, internally the
service functions can be distributed through several computing resources.

This allows to configure the system for optimal performance.
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A versatile software to support interferometric array configuration decision.

Operating a reconfigurable interferometric array such as the Atacama Large Millimeter/submillimeter Array
(ALMA) implies moving the indi- vidual telescopes on the ground to meet imaging specifications. In the case of
ALMA the antennas have to be on concrete stations and deciding the configuration means choosing the stations
to populate. For a given sit- uation the number of possible configurations is finite and the most robust way to
choose the best one is to assess all of them. In this memo we intro- duce a versatile software that can be used
to pick the best configuration among all possible solutions to a given problem.

We have developed this software in C++ and we have implemented a JAVA graphical user interface and a
parallelized version together with a WEB service to take full advantage of computing facilities at Paris
Observatory.

This software is used by the ALMA project to decide the configurations when practical contingencies have to be
taken into account and when the general plan initially foreseen for the configurations cannot be applied.
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QSFit: a new software for AGN optical spectral analysis.

I will present QSFit, a new software to automatically perform the analysis of Active Galactic Nuclei (AGN)
optical spectra. The software provides estimates of: AGN continuum luminosities and slopes at 5 different rest
frame wavelengths; host galaxy luminosities (for sources with z<~0.8); luminosities, widths and velocity
offsets of 20 emission lines (Halpha, Hbeta, MgII, OIII, CIV, etc...); and luminosities of iron blended lines at optical
and UV wavelengths.

The purpose is similar to previous works on AGN spectral analysis, but the analysis follows a different
approach: instead of focusing on a single emission line and estimate the continuum in the surrounding region, we
fit all the components simultaneously using an AGN continuum which extends over the entire available
spectrum.

The whole fitting process is customizable for specific needs and data sources. We adapted it to analyze the
SDSS optical spectra and ran the code over ~80,000 specra of Type 1 AGN at z<2. Our results are generally in
very good agreement with those available in literature where the considered quantitites are directly
comparable (e.g. the continuum luminosities). The emission line decomposition, however, strongly depend on the
adopted algorithm, and the comparison of our estimates with previous results shows significant scatter.

QSFit is our first attempt to provide a standardized way to analyze the AGN optical spectra in a similar way as
other software (such as XSPEC) are used to analyze X-ray data. The ultimate purpose of QSFit is to allow
astronomers to run a standardized recipe to analyze the data, in a simple, replicable and shareable way.
Moreover, it allows users to fine tune the analysis for specific needs.

The QSFit code will be released as free software under the GPL license. Also, all data in our AGN catalog, as
well as the plots of spectrum with best fitting model and residuals, will be publicly available online.
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Using Nagios to monitor the Telescope Manager (TM) of the Square Kilometer Array (SKA)

SKA (Square Kilometer Array) is a project to design and build a large radio-telescope, composed using
thousands of antennae and related support systems (timing generation, signal real-time processing and so on).
The orchestration of this large and complex facility is performed by the Telescope Manager (TM), a suite of
software applications aimed to manage observations (preparation and execution), signal processing and
scientific data delivery, as well as gathering all status and performance data from the facility.

In order to ensure the proper and uninterrupted operation of TM, a local monitoring and control system (TM.
LMC) is being developed. Among its responsibilities, monitoring, lifecycle control and fault management are of
the utmost importance. For the very central activity of LMC monitoring, Nagios has been proposed as the good
solution to monitor TM resources, services and the status of processes both at generic level (directly
achieved by Nagios) and at performance level. For this specific purpose, a configurable custom agent is under
development. It is handled by lifecycle manager (that realizes the ability to control a software application in
the following phases of its lifetime: configuration, start, stop, update, upgrade or downgrade), sends
monitoring data and generates alarms based on the logic of the specific TM applications that can be based on
the Tango-controls framework (a CORBA-based interface to control each element of the telescope, which the
SKA overall architecture is based on), together with standard web-based applications or generic scripts.
Integrating monitoring data and custom plugin have been possible to handle fault management, in order to
prevent an abnormal situation or restore normal behavior in case of not managed failure. Also, thanks to the
highly flexibility of Nagios, an integration with Logging System has been developed in order to retrieve the
working of Telescope Manager using his logging data.
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Using Python to simplify the automatic wavelength calibration of EMIR spectroscopic data

EMIR, the near-infrared camera-spectrograph operating in the near-infrared (NIR) wavelengths 0.9–2.5µm, is
being commissioned at the Nasmyth focus of the Gran Telescopio CANARIAS. One of the most outstanding
capabilities of EMIR will be its multi-object spectroscopic mode which, with the help of a robotic
reconfigurable slit system, will allow to take around 53 spectra simultaneously. A data reduction pipeline,
PyEmir, based on Python, is being developed in order to facilitate the automatic reduction of EMIR data taken in
both imaging and spectroscopy mode.

Focusing on the reduction of spectroscopic data, some critical manipulations include the geometric distortion
correction and the wavelength calibration. Although usually these reductions steps are carried out
separately, it is important to realise that these kind of manipulations involve data rebinning and
interpolation, which in addition unavoidably lead to the increase of error correlation and to resolution
degradation. In order to minimise these effects, it is possible to incorporate those data manipulations as a
single geometric transformation. This approach is being used in the development of PyEmir. For this purpose,
the geometric transformations available in the Python package Scikit-image are being used.
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SIRENA: software for Athena X-IFU event reconstruction

The X-ray Observatory ATHENA was proposed in April 2014 as the mission to implement the science theme "The
Hot and Energetic Universe" selected by ESA for L2 (the second Large-class mission in ESA’s Cosmic Vision science
programme).

One of the two X-ray detectors designed to be onboard ATHENA is X-IFU, a cryogenic microcalorimeter based on
Transition Edge Sensor (TES) technology that will provide spatially resolved high-resolution spectroscopy.

X-IFU will be developed by an international consortium led by IRAP (PI), SRON (co-PI) and IAPS/INAF (co-PI) and
involving ESA Member States, Japan and the United States.

We present here a software prototype package (SIRENA) in development as an anticipated contribution of
IFCA/Spain to X-IFU through the Digital Readout Electronics (DRE) unit, in particular in the Event Processor
Subsytem.

SIRENA consists of a set of on board processing algorithms aimed to recognize, from a noisy signal, the
intensity pulses generated by the absorption of the X-ray photons, to lately reconstruct their energy,
position and arrival time.

The current status of the package (integrated in the X-IFU endo-to-end simulator SIXTE), regarding the
algorithms trade-offs and different triggering techniques under study will be discussed in this poster.
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Applications of Open-source Spatio-Temporal Database Systems in Wide-field Time-domain Astronomy

We present our experiences with open-source spatio-temporal database systems for managing and analyzing
big astronomical data acquired by wide-field time-domain sky surveys. Considering performance, cost,
difficulty, and scalability of the database systems, we conduct comparison studies of open-source spatio-
temporal databases such as GeoMesa and PostGIS that are already being used for handling big geographical
data. Our experiments include ingesting, indexing, and querying millions or billions of astronomical spatio-
temporal data. We choose the public VVV (VISTA Variables in the Via Lactea) catalogs of billions measurements
for hundreds of millions objects as the test data. We discuss issues of how these spatio-temporal database
systems can be adopted in the astronomy community.
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Interacting with SDSS-IV MaNGA Data using Marvin

The MaNGA survey is an on-going survey a part of the Sloan Digital Sky Survey. It is a wide-field optical IFU
survey, delivering 3d spectroscopic data cubes, as well as 2d maps of derived analysis properties (gas
+stellar kinematics, emission/absorption line measurements), for over 10000 galaxies. Over the lifetime of the
survey, MaNGA will deliver a large, complex, N-dimensional dataset. Interacting with this dataset is a major
challenge. One that requires a smart framework to allow for easy and intuitive exploration of the MaNGA
galaxies, no matter the data location. Marvin is that tool. Marvin is a Python package that provides a suite of
tools to programmatically interact with local MaNGA files. It has a built-in API for remote access to the data,
as well a web front-end for pure browser-based remote exploration. Perform complex searches over the
entire MaNGA dataset at once, and get only what you ask for. Interact with individual objects extracting only
the information at the spaxels you want. Marvin can seamlessly integrate into your scientific workflow
abstracting away all the complexities of sifting through a large 3d IFU dataset.
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Software Integration for the ASTRI SST-2M prototype proposed for the Cherenkov Telescope Array

The Cherenkov Telescope Array (CTA) project is an international initiative to build a next generation ground-
based observatory for very high energy gamma-rays. Three classes of telescopes with different dish sizes
will cover the full energy range from 20 GeV up to 300 TeV. Full sky coverage will be provided by two arrays,
located in the northern and southern hemispheres, respectively. The array in the southern hemisphere will
include seventy small size telescopes (SST, 4m diameter). Their implementation has different phases. The ASTRI
mini-array of CTA pre-production telescopes is one of the SST mini-arrays proposed to be installed at the CTA
southern site. The construction of the ASTRI mini-array is an effort led by the Italian National Institute for
Astrophysics (INAF) and carried on by institutes from Italy, Brazil, and South Africa. The ASTRI mini-array will
be composed of nine ASTRI units based on the end-to-end prototype already installed on Mt. Etna (Italy) and
that is currently undergoing engineering tests. The newly-formed ASTRI software integration team will
manage software releases, their deployment and the preliminary integration tests. The aim of this team is to
support the end-to-end prototype operations according to the system Assembly Integration and Verification
(AIV) plan. The software components, individually deployed and first tested with their engineering Graphical
User Interfaces (GUIs), are routinely used, and therefore verified in the overall system tests. This contribution
presents the transition from the engineering test environment to the operation environment.
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Advanced Data Reduction for the MUSE Deep Fields

The Multi Unit Spectroscopic Explorer (MUSE) is a second generation instrument installed at the Very Large
Telescope (VLT). It is an integral-field spectrograph operating in the visible wavelength range.

The official MUSE pipeline is available from ESO. However, for the data-reduction of the Deep Fields program
(Bacon et al., in prep.), we have built a more sophisticated reduction pipeline, with additional recipes, to extend
the official one.

When there are many exposures (~300 in our cases, ~2.2Tb of raw data), it becomes infeasible to manually keep
track of everything. Instead it is crucial to build automated and reproducible procedures for tasks like
associating multiple calibration files with a specific observation. Similarly, since the official pipeline only
provides tools for reducing a single exposure, we have built a custom data-reduction system with a database
that contains all of the information from the science and calibration exposures. This lets us reliably identify
files, based on criteria such as time offsets or temperature differences.

A number of additional recipes are also used to reduce the data:

- An automatic flat-fielding procedure, using the sky level as a reference. This is part of the recently
released MPDAF Python package (see the presentation at ADASS).

- Advanced sky subtraction using ZAP (Soto et al., 2016MNRAS.458.3210S), also released this year. ZAP uses a
PCA to isolate and remove the residual sky subtraction features.

- Various masking steps, to remove instrumental artifacts that cannot be corrected.

- Exposures combination applied on data cubes, which allow to run additional steps on the cubes before
combining them. Also part of MPDAF.

- An automated procedure for estimating pointing errors and PSF dimensions by comparing MUSE and HST images
of the same fields.

This reduction pipeline is built with Python and various libraries like python-cpl (wrapper for ESO pipelines)
and doit (workflow management system). We also make frequent use of the Jupyter notebook for quality
analysis. This can be run on a server computer and accessed remotely. Once a notebook is ready, we use it to
generate HTML pages for each individual exposure, or for the combined cubes.
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Computational Intelligence for Stellar Magnetic Fields Parameter Determination

Nowadays there are plenty of astronomical databases available, containing enormous quantities of raw data.
Hence, analysis and automatic extraction of relevant information from these has become a crucially
important task. In this work, we present the first results of applying an algorithm which enables automatic
determination of a couple of parameters from polarized stellar spectra: effective temperature (Teff) and
mean longitudinal magnetic field (Heff). Our method is based on supervised learning for artificial neural
networks.

For this purpose, for each stellar atmospheric model we first generated a synthetic database of polarized
stellar spectra using the code COSSAM. The database consists of 200 different magnetic models each one
corresponding to a different combination of the model parameters (7 free parameters). Then, we characterize
the performance of the algorithm for the inference of the parameters of interest, Heff and Teff, at different
levels of signal-to-noise ratio. Considering 10 different atmospheric models, a total of 2000 individual
spectra were synthesized with the code COSSAM which were used to conduct the proper training of our neural
network.

In this work we will present the first results of the network performance under a supervised regime. Our
final goal is to achieve a good efficiency in the code to retrieve the Heff and Teff parameters, to subsequently
apply it to a big database of real objects (http://polarbase.irap.omp.eu/).
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Effect of the signal to noise ratio on the accuracy of the automatic spectral classification of stellar
spectra.

The signal to noise ratio (S/N) is an important parameter that greatly affect the accuracy of the automatic
spectral classification. We present the analysis made over the automatic spectral classification of stellar
spectra with different levels of S/N. We trained specialized neural networks with spectra at different S/N
levels in order to minimize such effect and present here the quantitative analysis of the accuracy in the
spectral classification.
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Reducing Optical Observations with Python

In addition to instrument specific python pipelines, there now exists a suite of tools available for general
reduction of optical observations. This includes ccdproc, an astropy affiliated package for basic CCD
reductions. The package is useful from student tutorials for learning CCD reductions to building science-
quality reduction pipelines for observatories. In addition, we also present specreduce, a python package for
reducing optical spectroscopy. The package includes an interactive graphical users interface for line
identification as well as tools for extracting spectra. With this set of tools, pipelines can be built for
instruments in relatively short times. While nearly complete, further improvements and enhancements are
still needed and contributions are welcome.

ora sess. dalle

ora relazione dalle

Poster abstract TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Poster Session

P1.11:    Nicholas James Geraint Cross

Institute for Astronomy, Edinburgh

Matched Aperture Photometry in the Wide Field Astronomy Unit Science Archives

The Wide Field Astronomy Unit archives optical/near-infrared imaging data from UKIRT/WFCAM, VISTA/VIRCAM
and VST/OMEGACAM. The current data structures are based on independent detections in each bands, but there
are many science cases where forced photometry in all bands (and indeed on images from other datasets) are
necessary to get the precision necessary to fit models, or to give upper limits on non-detections.

However, many of the science cases given by PIs and others require a range of software to achieve the
photometric accuracy, ranging from the CASU imcore_list for best point-source photometry to GaAP and
LAMBDAR for improved extragalactic parameters. This poster will discuss the scope of the new pipeline and
the data management structures that control it for the different use cases.
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Reconstruction of Solar X-ray Images from Visibilities with Compressed Sensing

X-ray solar images are key to understanding solar flares, as they allow to see right in the source of such
events. However, it is complicated to make X-ray images. X-rays cannot be focused using optical lenses.
Therefore, indirect imaging methods are typically used that are mathematically equivalent to those used by
interferometers, such as Alma or the SKA. Accordingly, their output are visibilities, which are measurements in
Fourier space. Images must be reconstructed by transforming these Fourier coefficients into spatial images.
Several image reconstruction algorithms are in use, such as CLEAN or Maximum Entropy. Interestingly,
Compressed Sensing (CS) for solar images has raised only limited investigation so far, even though this is often
considered as the most state of the art and/or promising algorithm for visibility-based reconstruction, and CS
is also being used successfully in various domains such as medical imaging for MRI/CT. In our poster, we show
that CS can also be applied to X-ray observations of the Sun. We present our version of the algorithm as well
as a publicly available prototype to reconstruct images from the NASA RHESSI spacecraft, the current X-ray
solar observatory. We show how we can apply our algorithm also to the next generation solar X-Ray imager,
STIX, which will fly as one of the 10 instruments on board the ESA spacecraft Solar Orbiter. We discuss
results, the potential and limitations of our algorithm, and future directions.
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Field tests for the ESPRESSO data analysis software

The data analysis software (DAS) for VLT ESPRESSO is aimed to set a new benchmark in the treatment of
spectroscopic data towards the extremely-large-telescope era, providing carefully designed, fully
interactive recipes to take care of complex analysis operations (e.g. radial velocity estimation in stellar
spectra, interpretation of the absorption features in quasar spectra). A few months away from the
instrument’s first light, the DAS is now mature for science validation, with most algorithms already
implemented and operational. In this talk, I will showcase the DAS features which are currently employed on
high-resolution HARPS and UVES spectra to assess the scientific reliability of the recipes and their range of
application. I will give a glimpse on the science that will be possible when ESPRESSO data become available,
with a particular focus on the novel approach that has been adopted to simultaneously fit the emission
continuum and the absorption lines in the Lyman-alpha forest of quasar spectra.

ora sess. dalle

ora relazione dalle

Poster abstract TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Poster Session

P6.7:    Christoph Deil  Deil

MPIK, Heidelberg, Germany

An open catalog for TeV gamma-ray astronomy

The first cosmic TeV gamma-ray source detected from the ground was the Crab nebula in 1989. Since then, TeV
astronomy has seen rapid growth. By now, over
160 sources have been detected. Measurements of source position, morphology, spectrum and sometimes
lightcurves have been published, mostly in individual papers. Often the source parameters are not given in a
machine-readable format, and even if they are, there is no common data format.

We present an effort to collect the available data on TeV sources, and curate it into an as-uniform and as-
complete as possible form, and have it freely available for download at https://github.
com/gammapy/gamma-cat . This poster presents the project idea and status, as well as its technical
implementation, which includes YAML, ECSV, JSON and FITS files and Python scripts using Gammapy (http:
//gammapy.org), and several other Python packages. A web front-end to browse this TeV source catalog and
other gamma-ray and multi-wavelength data is under development at http://gamma-sky.net .
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Publishing Gaia Science Alerts

The goal of the Gaia Science Alerts project is to highlight the transient events discovered by the Gaia mission
while it is mapping the Milky Way. The data are transmitted from the spacecraft every day, and received and
processed at the Institute of Astronomy (Cambridge, UK), where the Gaia Photometric Science Alerts system
extracts the transient candidates.

Once alerts are identified, a Python application Gaia Science Alerts (GSA at http://gsaweb.ast.cam.ac.uk)
checks if these findings are new discoveries by Gaia. For this purpose, an ETL (Extract, Transform, Load) system
gathers the data reported by other major transient survey web sites, and the Gaia alert candidates are
cross-matched against these external data. Additionally the application checks online for the latest TNS
(Transient Name Server) discoveries, and connects to IMCEE-Skybot to identify possible coincident small Solar
System bodies.

The GSA application makes selected alerts publicly available, by generating per-alert web pages which
contain detailed scientific source information, including the lightcurves, spectra, finding charts and
photometric follow-up when available. On alert publication, the Gaia transients are broadcast to the TNS
Server, as VOEvents, to the GaiaAlerts Mobile Application and to Gaia in the UK website (https://gaia.ac.uk).
Furthermore, the application updates the published alerts with the latest data from Gaia as it comes in.
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VOAlerts : VO-enabled data service discovery

The number of astronomical data services is increasing at an accelerating pace, and it can be difficult for
astronomers to cope with this data avalanche.

With the Virtual Observatory project, new data services can be registered in a Registry, but astronomers still
have to pull information from the Registry to discover newly published services.

Moreover, in order to discover what data (images, catalogues, spectra) are available for their favorite sky
target, astronomers have to query each service to see if they are relevant or not.

We present a newly developed service dubbed VOAlerts to help astronomers discover relevant data services.
The scientists simply subscribe to the service, and provide a list of sky targets they are interested in.
VOAlerts takes care of monitoring the VO Registry for newly published services. For each new service,
VOAlerts tests if it contains data around the followed targets, and sends summary notifications to the
astronomer with details on how to retrieve the relevant data.
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Extracting Filaments Based on Morphology Components Analysis from Radio Astronomical Images

Filaments are a type of wide-existing astronomical structure. It is a challenge to separate filaments from
radio astronomical images because their radiation is usually weak and filaments often mix with bright
objects, e.g. stars, which leads difficulty to separate them. In 2013, A. Men’ shchikov proposed a multi-scale,
multi-wavelength filament extraction method, which decomposes a simulated astronomical image containing
filaments into spatial scale images to prevent interaction influence of different spatial scale structures.
However, the algorithm of processing each single spatial scale image in the method is used to simply remove
tiny structures by counting connected pixels number. Removing tiny structures based on local information
might remove some part of the filaments because filaments in real astronomic image are usually weak. We
attempt to use Morphology Components Analysis (MCA) to process each singe spatial scale image. MCA uses a
dictionary whose elements can be wavelet translation function, curvelet translation function or ridgelet
translation function to decompose images. Different selection of elements in the dictionary can get different
morphology components of the spatial scale image. By using MCA, we can get line structure, gauss sources and
other structures in spatial scale images and exclude the components that are not related to filaments. Our
experiments show that our method is efficient in filaments extraction from real radio astronomic images, and
images processed by our method have higher PSNR (Peak Signal to Noise Ratio).
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Decoupling the Archive

The James Webb Space Telescope (JWST) archive will store numerous metadata for the various files that it
contains: at the time of this writing a single FITS file can have up to 250 different metadata fields in the
archive, most of which map to keywords in the primary header or header extensions. One of the goals of the
archive design is to allow for changes to the fields stored in the database without having to change the ingest
code. We have found this to be very helpful during the code development phase of the mission when the FITS file
definitions are frequently changing. We also anticipate it will be advantageous during the lifetime of the
mission as changes to processing will likely result in changes to the keywords but should not require changes
to the ingest code. This poster describes the methods we use to decouple the archive from the ingest process.
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Generation and publication of Gaia Data Release 1 in the Gaia Archive

ESAC Science Data Center group (ESDC) at ESA/ESAC was heavily involved in the generation and was in charge of
the publication of the Gaia Data Release 1 in the Gaia Archive.

ESDC group contributed to the generation of GAIA and TGAS Catalogues. This task required a filtering process of
the original data to remove all sources that do not commit the quality requirements. Once these filters were
applied, the number of GAIA sources goes beyond 1.1 Billion and beyond 2 Millions in case of TGAS sources.
Several transformations were also needed for the original data before it could be part of the final release
and ingested in the Gaia Archive.

Aside from the mentioned catalogues, five more tables containing only variable sources were also part of the
Gaia Data Release 1. ESDC also participated if the generation of those tables and was responsible of its
ingestion in the Gaia Archive.

We present here the tool ESDC designed and developed to generate all mentioned tables and to publish them in
the Gaia Archive.
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HIPS for spectroscopic observations

We are all well aware of the success of the Hierarchical Progressive Surveys (HiPS) if for images surveys and
catalogues. We are proposing to extend the HIPS usability to

spectra data. Spectrum are neither points (suitable for catalogue) and neither images. Since every spectrum
represents an aperture on the sky from from which the light is spread over ta defined wavelength coverage,
it should possible to represent as HIPS tiles the actual aperture used on the sky and use the HIPS metadata
extraction to expose the wavelength coverage. The advantages of using HIPS in addition to MOC are the link to
all input spectra as well as giving the user an indication of the number of input for each HIPS pixel. Although
not

available yet, we propose a way to search and filter the HIPS entries based on a user selected filter on the
metadata to be able to search and select on the wavelength axis.
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Web-based quick data analysis tools JUDO2 and UDON2

We have been operating the web-based quick data analysis tools JUDO2 and UDON2 at DARTS (http://darts.isas.
jaxa.jp). JUDO2 adopts Aladin-light to display various astronomical survey data. In particular, we have
created HiPS data of Suzaku, MAXI, ASCA and Swift, and publish them from DARTS (http://darts.isas.jaxa.
jp/pub/judo2/HiPS/). In addition, we made various types of the constellation data in HiPS format. Recently,
thanks to cooperation by ESA-sky team, XMM fields of view (foot-prints) and direct links to the XMM-archive at
ESA are made available in  JUDO2,

UDON2 allows users to extract spectra and light-curves of MAXI, Suzaku and ASCA data. Users can display
target-stars or sky regions in JUDO2, and jump to UDON2 to quickly analyse these targets. We are planning to
add JAXA's other astronomical data (e.g. Akari) to JUDO2 and UDON2.
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Pre-feasibility Study of Astronomical Data Archive Systems Powered By Public Cloud Computing and
Hadoop Hive

The size of astronomical observational data is increasing yearly. For example, while Atacama Large
Millimeter/submillimeter Array is expected to generate 200 TB raw data every year, Large Synoptic Survey
Telescope is estimated to produce 15 TB raw data every night. Since the increasing rate of computing is much
lower than that of astronomical data, to provide high performance computing (HPC) resources together with
scientific data will be common in the next decade. However, the installation and maintenance costs of a HPC
system can be burdensome for the provider. I note public cloud computing for an alternative way to get
sufficient computing resources inexpensively. I build Hadoop and Hive clusters by utilizing a virtual private
server (VPS) service and Amazon Elastic MapReduce (EMR), and measure their performances. The VPS cluster
behaves differently day by day, while the EMR clusters are relatively stable. Since partitioning is essential
for Hive, several partitioning algorithms are evaluated. In this poster, I report the results of the benchmarks
and the performance optimization in cloud computing environment.
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The JWST Data Analysis Toolkit

The nominal 5 year mission of JWST mandates that the user community be able to perform robust scientific
analysis and visualization from the very first day of operations. Though the JWST calibration pipelines will
provide a thorough and robust calibration to the datasets, this will by necessity not address the specific
needs of every possible science case. A more tailored re-calibration, as well as the following scientific
investigation, require users to be able to efficiently explore and analyze their datasets. Where the JWST
calibration pipelines leave off with high-quality calibrated data, the data analysis tools pick up and provide a
suite of both JWST specific and generalized tools to facilitate scientific investigations.

This toolkit is an evolving collection of stand-alone tools, algorithms, and libraries pertinent to JWST data
and astronomical data analysis. Though the full-suite of tools will be even richer at launch, already
included are spectral and image viewers, tools for general linked-dataset analysis, and libraries for
photometry, spectroscopy, and image manipulation. These tools are being built predominantly in the Python
programming language, hosted publicly on GitHub, and distributed in STScI’s Anaconda channel; AstroConda.
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IBIS-A The IBIS solar spectropolarimetric data Archive

We review the efforts undertaken to set up and operate the IBIS-A archive of ground-based solar
spectropolarimetric observations, in the VSO (Virtual Solar Observatory) framework, by using IBIS data,
SOAP/XML Web Services, and Usage-Centered Design approach.

The IBIS (Interferometric BIdimensional Spectropolarimeter) is a high cadence, dual Fabry-Perot
interferometer spectropolarimeter constructed by a consortium of italian institutes and installed at the
Dunn Solar Telescope of the US National Solar Observatory in New Mexico. The instrument allows for
spectropolarimetric observations of the solar photosphere and chromosphere at high spatial, spectral, and
temporal resolution, within the 550-860 nm range.

The IBIS-A is realized in the framework of the FP7 SOLARNET High-resolution Solar Physics Network project that
aims at integrating the major European infrastructures in the field of high-resolution solar physics, as a step
towards the realisation of the 4m EST European Solar Telescope.
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2dFdr - still going strong after 20 years!

The 2dFdr fibre MOS reduction package originated with the original 2dF instrument and its original
spectrograph in the mid 1990s. As the 2dF instrument has been upgraded with new spectrographs and features
through its 20 years of life to address new science roles, so has 2dFdr. Originally designed to reduce spectra
for the 2dF Galaxy redshift survey on what is now considered very slow hardware, it is now reducing spectra
from AAT’s AAOmega Spectrograph to the dramatically higher quality required for surveys such as SAMI and
OzDES, as well as reducing data from HERMES and with the soon to be commissioned TAIPAN instrument being
added. We examine some of the more significant improvements in recent years and the quality of the results
from the current version.
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The Euclid Science Ground Segment distributed infrastructure: system integration and challenges

The Science Ground Segment (SGS) of the Euclid mission provides distributed and redundant data storage and
processing, federating 9 Science Data Centres (SDCs) and a Science Operations Centre.

The SGS reference architecture is based on loosely coupled systems and services, broadly organized into a
common infrastructure of transverse software components and the scientific data Processing Functions (PFs).

The SGS common infrastructure includes: 1) the Euclid Archive system (EAS), a central metadata repository
which inventories, indexes and localizes the huge amount of distributed data; 2) a Distributed Storage System
(DSS), providing a unified view of the SDCs storage systems and supporting several transfer protocols; 3) an
Infrastructure Abstraction Layer (IAL), isolating the scientific data processing software from the underlying
IT infrastructure and providing a common, lightweight workflow management system; 4) a COmmon
ORchestration System (COORS), performing a balanced distribution of data and processing among the SDCs.

The Euclid scientific data processing levels are decomposed into 11 Processing Functions, which are the
highest-level break-down of the complete processing. They are developed by distributed teams, with the
constraint that each PF pipeline should run in any SDC.

Virtualization is another key element of the SGS infrastructure. The EuclidVM is a lightweight virtual machine,
deployed in any SDC processing node, with a reference OS, selected stable software libraries and "dynamic"
installation of the Euclid PFs based on the CernVM-FS file system.

We present the status of the Euclid SGS software infrastructure, the prototypes developed and the
continuous system integration and testing performed through the Euclid "SGS Challenges".
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PNGS: an API ecosystem for Astronomical Applications Development

PNGS (Pandora Next Generation Software, where Pandora is an acronym for Programs for AstroNomical Data
Organization Reduction and Analysis) is a collection of object oriented Application Programming Interfaces
(APIs) implementing a broad set of functionalities and routines aimed at the manipulation of spectroscopic
astronomical data. In particular a subset of GUI-oriented APIs are available.

Developed in python for simple and fast adoption with core implementation in C to boost performances.

Based on the FASE (Future Astronomical Software Environment) framework, PNGS offers a fully customisable
software ecosystem which allows to develop applications spanning the whole spectroscopic data lifecycle,
from data classification to its organisation on disk, analisys, reduction, visualization and archiving.

The idea of the PNGS APIs collection as an ecosystem has led us to conceive and design them as a modular and
independent set of objects, taking into consideration SoC (Separation of Concerns) and encapsulation
principles (thus ensuring a consistent naming convention together with comprehensive and coherent
interfaces to data); at the same time, the way PNGS is designed makes it simple to expand this ecosystem in
terms of new functionalities and data containers.

PNGS APIs have been used to implement the recent, improved versions of VIPGI (VIMOS Pipeline Interactive
Graphical Interface) and EZ (Easy-Z) tools: the former is a graphical application for data reduction and
organization, while the latter is an integrated environment for spectra analisys and visualisation.
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MOSCA: A generic library for MOS data reduction

MOSCA (MultiObject Spectroscopy Common Algorithms) is a C++ library developed at ESO to ease the reduction
of  data from multi-object spectrographs. The main  project goals are:

 - Pluggable design to support different reduction paradigms.

 - Self-calibration approach using pattern matching  techniques.

 - Based on concept of pseudo-slits which can map to real MOS slits, long slits, fibres, etc.

 - Based on CPL (Common Pipeline Library) and GSL (GNU Scientific Library) for low level data processing.

 - Support for multiplexed spectra.

Recent versions of the FORS and VIMOS instrument pipelines are based on MOSCA, demonstrating that the
library is generic enough to be used across instruments. This brings benefits in terms of scientific testing and
maintenance costs.

 We present here the main design of the library as well as examples of its use in existing instruments.

ora sess. dalle

ora relazione dalle

Poster abstract TRIESTE, ITALY 16 - 20  October 2016



2016 ASTRONOMICAL DATA ANALYSIS SYSTEMS AND SOFTWARE CONFERENCE

Poster Session

P1.14:    Vincent Carlo Geers

STFC UK Astronomy Technology Centre, Edinburgh, United Kingdom

The ALMA Science Pipeline

The ALMA Science Pipeline is the automated data reduction software for the Atacama Large
Millimeter/submillimeter Array (ALMA). It is developed as part of the Common Astronomy Software
Applications (CASA) software package by an international consortium of scientists and software developers
based at the National Radio Astronomical Observatory (NRAO), the European Southern Observatory (ESO), and
the National Astronomical Observatory of Japan (NAOJ).

The CASA Pipeline is designed to support ALMA and Very Large Array (VLA) interferometric data, as well as
single dish data from ALMA. The Pipeline comprises (1) "heuristics" in the form of Python scripts that select the
best processing parameters and call the underlying CASA data reduction tasks (written in C++), (2) "contexts"
that are used for the book-keeping purpose of data processes, and (3) a "weblog" generator that showcase the
outcome of each calibration / imaging task for users to view in a browser.

The ALMA interferometric calibration pipeline was accepted for Science Operations since Cycle 2 (mid-2014),
followed by single-dish data end-to-end acceptance in 2015. The ALMA Pipeline was publicly released to the
science community in October 2014. At the Joint ALMA Observatory, the ALMA Pipeline is used for data reduction
and Quality Assurance of PI observing programs taken in standard observing modes. It has considerably
reduced the workload on manual processing, with about 17% of pipeline processed projects immediately ready
for delivery to PIs, and a further ~70% requiring only manually added flagging.

Recent Pipeline releases in 2015/2016 have added new functionality such as parallelized processing of the
pre-imaging calibration steps and the automated imaging of the calibrator targets. The upcoming Cycle 4
release (Oct 2016) will introduce support for science target imaging.

In this poster, we report on the current status of the Pipeline capabilities and present initial results from the
Imaging Pipeline.
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Evaluation of COTS tools – Lessons from BepiColombo provide a methodical approach

BepiColombo is Europe's first mission to Mercury. A collaborative between ESA and the Japan Aerospace
Exploration Agency (JAXA), executed under ESA leadership. The mission comprises two spacecraft: The Mercury
Planetary Orbiter (MPO), built by ESA, and the Mercury Magnetospheric Orbiter (MMO), built by JAXA, they are
dedicated to the detailed study of the planet and its magnetosphere respectively. The ESA orbiter payload
comprises 11 instruments covering different scientific disciplines developed by several international teams.
The launch of the MPO-MMO composite is planned for April 2018 on an Ariane 5 from Kourou. Approximately 6.5
years later, after two Venus and four Mercury flybys, the spacecraft will perform its final approach to
Mercury arriving in 2024, and gather data during a 1-year nominal mission, with a possible 1-year extension.
Science operations will be planned and coordinated by the BepiColombo Science Ground Segment (SGS) located in
the European Space Astronomy Centre (ESAC) based in Madrid.

Throughout the development phase of the SGS decisions on which Commercial off-the-shelf (COTS) tool to use
have been made and will continue to be made in the future. Evaluation of COTS tools has been carried out in
each case, but largely without any guidance or best practice methodology. Evaluation of tools for
Requirements Management and Bug and action tracking have been performed in the last five years. In this
paper we explain the method that was chosen for the evaluation, the reasons why the method was chosen,
what was good about it and how it can be improved and applied to any COTS evaluations that may take place in
the future.

The paper will give the reader a good starting point to structure their own evaluation of COTS tools
ultimately providing justification for choosing one tool over another and supporting decision making.
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ESA / ISDEFE - ESAC, Madrid, Spain

The Euclid mission planning software

The Euclid mission is a cosmological survey to map the geometry of the dark Universe and to understand the
nature of dark matter and energy including the nature of the gravity itself. Euclid will use two probes por
these purposes: Weak Lensing and Galaxy clustering measuring the shape and redshifts of billions and millions
of galaxies respectively. Euclid will execute one wide survey covering the cosmological sky (15.000 sq^2
degrees) and three deep surveys near the galactic poles.

Mission planning is a key mission aspect to optimize the scientific return of the mission. There are a number
aspects that should be taken into account: restricted sky area at a given time, Wide/deep surveys and
calibration interleaving, density of galaxies and stars, extinction, zodiacal light, CCD degradation,
straylight, ...

The needed mission planning software has been developed by ESA at ESAC. This software has been already used
to produce and evaluate several versions of the so-called reference surveys used to support other aspects
of the mission. It offers excellent visualization capabilities, check any produced survey against a number of
validation criteria, it produces a number of figures of merit and it has been evolved into an operational system
capable of ingest and produce the needed operational products to allow a robust and flexible operation.
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European Organisation for Astronomical Research in the Southern Hemisphere (ESO)

"Python code parallelization, challenges and alternatives"

In the last few years development of Python code for science and data reduction purposes has gained
significant popularity. ESO in itself uses a Python-based archiving system for VLT and ALMA data. Also the data
reduction suite for ALMA data is python-based. Rapid development is fostered by a big community and a wide
range of already available packages. However Python enforces locking mechanisms, to ensure thread safety,
that effectively reduce the capacity of Python to use only one core. In this context a number of alternatives
have been developed by the community to emulate actual multi-threading and make parallel processing easier
to use from Python, preserving interactivity.
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Data Delivery for the ESA Gaia Data Release 1

The first ESA Gaia intermediate data release, DR1, scheduled to be published on 10th July 2016 will be readily
available online through several software dissemination systems developed under the umbrella of the
Coordination Unit 9 (CU9) as the Gaia Archive. These systems will both provide systems for direct access to Gaia
data (simple forms, ADQL editor, visualisation applications, GAVIP plattform) as well as reliable services with
open APIs and protocols that these systems use (VO TAP+, VOSpace). This will enable seamless delivery this
data to third party applications. Delivery mechanisms will also ensure availability of data to data centres
wishing to offer mirror services and open retrieval of full data products to the public.

Being the first of his kind for an ESA mission, the Gaia archive has played a role in the data processing chain for
the generation of the DR1 data products as the final queriable repository for processed catalogues. Included
as ingestion procedures for the archive, data models conversion and data filtering have performed the last
steps for the generation of Gaia catalogues in the very core of the Archive systems. Integration of these
systems with CU9 validation procedures has created a testing platform where not only the scientific quality
of the data, but the very reliability of the software systems hosting it is deeply tested.

We will review the data release process from the archival point of view; both the architecture of the
software systems developed for DR1 as well as the operations workflow.
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Characterising radio telescope software with the Workload Characterisation Framework

Modern low-frequency radio interferometers, such as LOFAR, MWA and in the future the SKA, are comprised of
commodity hardware. The core of such instruments is the software used to correlate and process the data —
reflected by the community term “software telescope”. Such software telescopes are modular and under
constant development by large interdisciplinary research collaborations, working across continents;
consequently, obtaining a holistic view of the entire system becomes a challenging task.

Managing a software telescope requires insight into the performance at different levels, from the underlying
compute hardware to the software processing pipelines. Profiling of pipelines is used to provide in-depth
understanding of software (in)efficiency; however, profiling does not provide a broader understanding of the
interaction between the system (i.e. the hardware and operating system) and the software (i.e. the pipelines
and their underlying algorithms), nor does it provide insight about the energy consumption. To study the
behaviour of these interactions and the energy consumed, the workload needs to be characterised. Workload
characterisation is a useful input to R&D (e.g. focusing development efforts, aiding algorithm verification and
observing bottlenecks), telescope operations (e.g. scheduling of observations, the mapping resources to
software requirements and resource monitoring) and hardware management (e.g. capacity planning and
hardware acquisition). To ensure that the characterisation obtained by different developers and/or
operational telescopes are comparable and reproducible, the standardisation for gathering metrics and
storing results is essential.

We present a modular framework, the Workload Characterisation Framework (WCF), that is developed to
obtain, store and compare key characteristics of radio telescope software; at the same time, the framework
provides resource information useful for optimising scheduling and mapping resources. The WCF is being
developed as part of the SKA Science Data Processor (SDP) design. It is available as open source software and
can be used for other research software stacks; radio telescopes being only the first use case.

We discuss the design considerations and show how the WCF is used to gain insights into the behaviour of
software. As a demonstration, we discuss the experiences using the framework to characterise a LOFAR
pipeline.
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IPAC - California Institute of Technology

Searching for Stellar Debris Streams in All-WISE

We model completeness as a function of sky position for point sources in the All-WISE catalog. After
correcting for this completeness, we examine the distribution of point sources to search for nearby stellar
debris streams.
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Managing the ASKAP Computing project: from inception to Early Science Operations

The Australian SKA Pathfinder (ASKAP) Computing project started in early 2008. The scope of the Computing
project was (and still is) the development of the end-to-end observing system for the ASKAP telescope,
including observation preparation, execution, (real-time) calibration and imaging, science data archiving. The
ASKAP project is now in full commissioning mode with the start of Early Science operations “just around the
corner”. Several of our ASKAP software packages have been in production but there are still several features
to be completed. Our current software development approach is iterative, with several adapted best-
practices from agile software engineering methods. This paper describes the ASKAP Computing management
approach from software development processes to strategies on dealing with the changing project
environment. It also shares some experiences on managing this type of complex software projects, how the
project evolved over time and the challenges ahead.
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Quasar Science Resources, S.L

Virtual Infrastructure Architecture for the StarFormMapper H2020 Science Project

We introduce StarFormMapper, a project funded by the European Union under the Horizon 2020 programme. This
contribution is focused on the description of the virtual and software infrastructure to be implemented for
the project by the company Quasar Science Resources. This infrastructure is needed in order to fully exploit
the scientific contents of the archive of two of ESA’s space missions, GAIA and Herschel.
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Evolving Solar Data Analysis Environment

The rapid growth of solar data is driving changes in the typical workflow and algorithmic approach to solar
data analysis. We present recently deployed tools to aid this evolution and layout the path for future
development. The majority of space-based datasets including those from the multi-petabyte Solar Dynamics
Observatory and the Hinode and Interface Region Imaging Spectrograph (IRIS) missions are made available to
the community through a common API with support in IDL (via SolarSoft), Python/SunPy and other emerging
languages. Stellar astronomers may find the IRIS data particularly useful for research into stellar
chromospheres and for interpreting UV spectra.
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XMM-Newton SOC (ESAC/ESA)

SciApp: A scientific web collaboration tool

One of the current practical challenges of modern astronomy is to effectively manage collaborations
between a geographically diverse network of scientists using multi-wavelength facilities. Here, we present a
web application designed to integrate the main functions needed in a collaboration, in a format which can be
used on mobile devices or desktops. The web app. supports instant messaging, data exchange, campaign
management, access to a database of objects, visibility checking, a database of relevant publications and
access to standard
resources such as Simbad, Vizier and NED.
A first prototype of the web app is being built to support the community of around 100 astronomers who work
actively in the field of Tidal Disruption Events (TDE). A TDE occurs when a star approaches a supper-massive
black hole and is
pulled apart by the gravitational forces and subsequently accreted. To date there have been around 50
candidate TDE discovered, mainly from the X-ray and optical flares produced by the accretion event.
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LSST - Large Synoptic Survey Telescope

Porting the LSST Data Management Pipeline Software to Python 3

The LSST data management science pipelines software consists of more than 100,000 lines of Python 2 code.
LSST operations will begin after support for Python 2 has been dropped by the Python community in 2020, and
we must therefore plan to migrate the codebase to Python 3. During the transition period we must also
support our community of active Python 2 users and this complicates the porting significantly. We have decided
to use the Python “future" package as the basis for our port to enable support for Python 2 and Python 3
simultaneously, whilst developing with a mindset more suited to Python 3. In this paper we report on the
current status of the port and the difficulties that have been encountered.
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Subaru Telescope, National Astronomical Observatory of Japan

Queue Mode Software for Subaru Telescope

Subaru Telescope has operated under a classically-scheduled regimen since starting open use in Y2000.
However, from semester 16A onward Subaru is transitioning to queue scheduling for the Hyper Suprime-Cam
instrument and has plans to operate future instruments also in queue mode.

Subaru carefully studied the queue operation at Gemini, JAC and CFHT before setting on a model for Subaru. In
this paper we discuss the rationale for moving to queue mode, the type of scheduling model adopted by the
observatory, the design choices for the queue software layer and the current status after one semester of
operation. Subaru favors the use of Python for building software, and the queue mode tools are no exception.
We describe the architecture of the Python-based tools that where developed for this project.
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INAF - Osservatorio Astronomico di Trieste

ASTERICS/OBELICS Authentication and Authorization: investigations and status

ASTERICS aims to address the cross-cutting synergies and common challenges shared by the various
Astronomy ESFRI facilities (SKA, CTA, KM3NeT & E-ELT).

The major objectives of ASTERICS are to support and accelerate the implementation of the ESFRI telescopes, to
enhance their performance beyond the

current state-of-the-art, and to see them interoperate as an integrated, multi-wavelength and multi-
messenger facility. OBELICS (OBservatory E-environments LInked by common ChallengeS - WP3) work package
aims to enhance the interoperability and software re-use for the data generation, integration and analysis of
the ASTERICS ESFRI and pathfinder facilities.

One of the most relevant topic in this is the user accessibility to data acquired, particularly in the scope of
user and digital identity recognition addressed by the OBELICS WP.

Several technologies are available nowadays and a deep and proficuos work has done in WP3 to investigate
different requirements, aspects and and constraints imposed by the projects. An overview of the
investigations is exposed and some architectural solutions are described.
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CMC MSU - Faculty of Computational Mathematics and Cybernetics of Lomonosov Moscow State
University, Moscow, Russia

Architecture of processing and analysis system for Big astronomical Data

New discoveries in modern astrophysics are directly dependent on the quality of the algorithms for
processing of a huge amount of astronomical images and event lists, produced by survey telescopes, and
accurate methods for the their subsequent analysis. Currently, the volume of data collected through the
digital sky surveys is experiencing the explosive growth. Per night the modern optical survey telescope can do
up to a several thousands pictures of the night sky, providing the scientific data stream over 1TB / day. The
rate of obtaining astronomical data will continue to grow exponentially with the next generation of survey
telescopes coming into operation, such as LSST, WFIRST, EUCLID, eROSITA. Along with new sky surveys projects,
the current amount of astronomical images stored in public astronomical archives already contains several
petabytes of (mostly) imaging data.

Our project is dedicated to creation the astronomical data reduction and analysis system based on (i) modern
achievements in Big Data technologies (Hadoop and Spark ecosystem) and (ii) high-precision methods of machine
learning analysis of big collections of data. The aim of our system development is to give to a single
astronomer, or a small group of researchers, a powerful tool (readily available in the cloud), which enables
them the consolidation of large volumes of multiwavelength imaging data and their unified processing into
catalogs of sky objects, and a (ii) subsequent application of supervised and unsupervised machine learning
algorithms for effective analysis.

Website of out group: www.astromining.org/publications
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INASAN - Institute of Astronomy, Russian Acad. Sci., Moscow, Russia

The Binary star DataBase BDB v3.0

Among the diversity of astronomical data, data on binary and multiple stars are remarkable by non-
homogenous variety and difficulty to automated processing. Binaries are observed by various methods
resulting in various datasets. There are many catalogues and databases addressing to certain observational
types of binaries (e.g. eclipsing, visual, spectroscopic, etc.) However, data in these datasets are often related
with different types of objects (say, with components, or with a pair as a whole), and cross identifications for
the objects were often non-existent or unreliable. This prevented data aggregation for the same objects to
perform comprehensive investigations of binary and multiple stars. On the other hand, the population of
binary and multiple stars is numerous and represents subject of interest to investigators of many
fundamental fields, such as star formation, galactic and stellar evolution, and so on. The Binary star
DataBase (http://bdb.inasan.ru) is intended to join all catalogued data for binary and multiple stars to allow
user its combined analysis. This involved development of data model for binary and multiple stars including
three categories of objects, Systems, Pairs and Components, to establish correct links between objects and
data. To solve problems of cross-identification for the objects in binary and multiple stars, we've created an
index catalogue of binary and multiple stars ILB implementing specially developed designation scheme BSDB so
that objects and data are properly assigned to each other.

The current version of BDB is implemented in stackless Python using the Nagare (http://www.nagare.org/)
framework. All of the data is stored in PostgreSQL database. The web-interface includes a module, simplifying
process of catalogues integration and verification. Users can query the data using ID's, belonging to one of 12
identification systems, or via parameter search.

We shall discuss common problems which we faced on during BDB development. Also the update to version 3.0
will be announced, planned for release by fall 2016. It will introduce batch mode request option and improved
search by parameter (implementing VO ConeSearch protocol), and new data output options. The set of
catalogues newly added to the BDB, will be referred. The BDB tends to be a major data source and tool for
different types of binary systems, and the release of new version becomes an important step toward this
purpose.
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(1) Kyiv Taras Shevchenko University; (2) Space Research Institute National Academy of Sciences of
Ukraine and State Space Agency of Ukraine, Glushkov Ave 40, 4/1, 03680, Kyiv 187, Ukraine

ANALYSIS OF SATELLITE FLUXGATE MAGNETIC FIELD MEASUREMENTS

Statistical properties of magnetic field fluctuations in boundary regions of the Earth's magnetosphere at
different timescales were considered. Data of fluxgate magnetic field measurements with high resolution
(22.5 Hz) obtained by Cluster mission from 2004 to 2014 were used. Changes in the form and parameters of the
probability density function have been studied for the periods when the satellite was in the solar wind
plasma, different magnetosheath regions, and the Earth’s magnetosheeth. Variations in the probability density
function maximum and the kurtosis value as characteristics of the turbulence property evolution on
different timescales have been studied. Two asymptotic regimes of P0, which are characterized by different
power laws, have been found. The structural functions of different orders and the types of diffusion
processes in different regions, depending on time variations in the generalized diffusion coefficient, have been
studied in order to analyze the character of diffusion processes. For the magnetosheath regions, it has been
found that the diffusion coefficient increases in the course of time (i.e., the regime of superdiffusion has been
obtained).

The work is done in the frame of complex program of NAS of Ukraine on space researches for 2012-1016, within
the framework of the educational program No.2201250 \Education, Training of students, PhD students,
scientific and pedagogical staff abroad" launched by the Ministry of Education and Science of Ukraine and
under a partial support of the grant Az. 90 312 from the Volkswagen Foundation («VW-Stiftung»).
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Ludwig-Maximilians-Universitaet Muenchen

Euclid Detections

The Euclid satellite is an ESA mission scheduled for launch in 2020. It will observe an area of 15,000 deg^2 with
two instruments, the Visible Imaging Channel (VIS) and the Near IR Spectrometer and imaging Photometer (NISP).
Ground based imaging data in griz from surveys such as the Dark Energy Survey complement the Euclid data to
enable photo-z determination. The mission investigates the distance-redshift relationship and the evolution of
cosmic structures by measuring shapes and redshifts of galaxies and clusters of galaxies out to redshifts ~2

Generating the multiwavelength catalog from Euclid data with the expected 10^9 objects is a central part of
the entire Euclid data reduction pipeline implemented by the Science Ground Segment. In order to find the best
strategies and concepts for the object detection we have set up a simulation pipeline to generate Euclid images
with the expected depths and resolution (0.2" for VIS data and ~1.0" for ground based data). The simulations
are based on a mock Universe with realistic fluxes and morphologies from empirical descriptions and allow
the usage of the most recent filter bandpasses from the mission database.

We present the results of applying the Euclid detection to the simulated data and discuss the advantages of
using different combined images (coadd, chi-square) for the basic detection and show the design and the
prototype implementation of the detection pipeline. We also present the surrounding cataloging pipeline which
includes star/galaxy separation and photometry in all bands (as an input to photo-z) and faces a major
milestone with the Euclid Science Challenge at the end of 2016.
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University of Zurich, Zurich, Switzerland

A Citizen Science Powered Distributed Modeling Software Stack Written in Python: SpaghettiLens

We present an up and running software stack called SpaghettiLens used in a Citizen Science context to allow
volunteers to create mass models of strong gravitational lenses.

The stack features an interactive, web-based user interface (HTML5) running on a python based web server
(django) which communicates with a document oriented, NoSQL database (couchDB) and an asynchronous task
distribution system (celery). It gathers raw image data from different online sources and delivers it to users
for being modeled. It then gets the users input, distributes the computationally heavy task of creating and
visually rendering models (glass) to dedicated worker nodes in different physical locations and returns a
rendered version of the model to the user for visual feedback. The stack is written mostly in python and
designed to be massively scalable.
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Astronomical Observatory of Jagiellonian University, Cracow, Poland

Extracting the double-double and multiple radio structures based on big radio surveys

The problem of searching for the classical double radio galaxies on the existing radio maps derived from the
big radio astronomical surveys (NVSS, FIRST, WENSS etc.) is raised once again in relation to the presently
ongoing research project "Why only selected galaxies are active?" held at the Jagiellonian University. In my
scientific work,
the main goal was to derive "as much real radio structures linked with active galaxies as possible" based on
radio maps, but in (at least partially) automated manner. The algorithms that I developed for this purpose
was supposed to have two important qualities: 1) provide "not loosing" the radio sources with less typical
characteristics, 2) reduce human workload on manually reviewing the resulting maps and verification of the
output of the programs. To do this, I developed a special strategy for extracting data from radio (NVSS and
FIRST) and optical (SDSS) surveys.
As a result it allows to reduce the factor of all the data to manual review to about 1/5 - 1/6 part of all the
galaxies having any type of radio-like components in its vicinity. Further research, testing and suggestions in
this matter, however, are needed to achieve even higher ratio of detection real-to-false radio galaxy objects.
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Cloud Driven Multidisciplinary Changes to Computing Infrastructure at Canada France Hawaii
Telescope Corporation

With the proliferation and availability of Software as a Service and Infrastructure as a Service, many
organizations face decisions on their computing systems architecture that take into account the cloud
looming overhead. At CFHT, computing has mainly stayed under the roof or dome, but the cloud has had an
undeniable effect on systems design. Increasingly, the solutions to address goals and targets are
multidisciplinary in nature since we do not seek mere functionality and usability, but now also expand to seek
efficiency, green operations and continuity. Starting with the data center, a few considerations were made on
how to optimize the room’s energy use by looking at room layout, local climate and materials. Coupled with
renewable energy sources, not only were Power Use Efficiencies improved but also carbon impact. To be able
to increase utilization and also reduced costs, a Linux based virtualized environment was implemented and
finer granulation is being explored with containers. Finally, certain services have been migrated to Software
as a Service options and facets like storage and network services have been transitioned to readily
deployable open source solutions to increase continuity.
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CDS - Strasbourg astronomical Observatory

Mapping images and spectra metadata with ObsCore DM

In addition to its catalogues collection, VizieR provides access to associated data using metadata from the
ObsCore Data Model.

ObsCore is a standard of the Virtual Observatory used to map images, spectra or time-series resources with
standardized metadata. Then the resources can be queried through the VO.

Associated data such as images and spectra are usually provided in FITS format, therefore one has to make the
mapping between FITS headers and ObsCore.

However the heterogeneity of the FITS headers or incomplete FITS headers increase the difficulty to make this
mapping.

We will present statistics on the FITS headers contents among the resources provided in VizieR.

A new VizieR service gives access to spectra or images. These resources are ingested with tools developed by
CDS and built on the Saada engine.

These services assist users to create the mapping including validation.
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SimCADO - a python package for simulating detector output for MICADO at the E-ELT

Within the next 10 years a new generation of extremely large telescopes will become available to the
astronomical community. These telescopes and the instruments attached to them will allow observations of
the darkest and furthest phenomena in the universe. The work horse NIR imaging camera for the European
Extremely Large Telescope will be MICADO. As part of its development we have created a Python package -
SimCADO - which simulates the output of the MICADO detector array.

With the help of the SCAO and MCAO observing modes, MICADO will have the ability to observe at the diffraction
limit in the 0.7-2.5um wavelength range. It will offer a wide field (4mas/pixel) and a zoom (1.5mas/pixel)
imaging mode, as well as a long slit spectrographic mode. For each of these modes the SimCADO package
combines the effects that elements along the optical path have on photons travelling from their point of
origin, through the E-ELT/MICADO system and onto the detector chips. The output of a SimCADO simulation run is
therefore akin to the raw output expected from the MICADO detector array.

SimCADO is, and will be, used by various teams within the MICADO consortium. Consortium-internal uses of
SimCADO include: providing a single platform for the science team to solidify the science drivers for MICADO;
acting as a stand-in for the MICADO instrument to aid in creating the specifications for the data flow
infrastructure; confirming the effect on the quality of the science output for detailed design trade-off
studies; generating updated data tables for the ESO exposure time calculator; etc. SimCADO will be a useful
tool for simulating a broad variety of astrophysical objects and processes in order to efficiently prepare
observing programs for MICADO at the E-ELT. In these proceedings we provide a overview of the internal
working of the SimCADO package as well as provide an example of a use-case simulation.
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National Astronomical Observatories, Chinese Academy of Sciences (CAS), China

Astronomical Computing Environment of the Hybrid Architecture

With many large science equipment constructing and putting into use, astronomy has stepped into the big data
era. The new method and infrastructure of big data processing has become a new requirement of many
astronomers. Cloud computing, Map/Reduce, Hadoop, Spark, etc. many new technology has sprung up in recent
years. Comparing to the High performance computing(HPC), Data is the center of these new technology. So, a
new computing architecture infrastructure is necessary, which can be shared by both HPC and big data
processing. Based on Astronomy Cloud project of China virtualization observatory (China-VO), we have made
much efforts to optimize the designation of the hybrid computing environment. which include the hardware
architecture, cluster management, Job and Resource scheduling.
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Asiago astronomical archive: status and features

Geographically distributed archives present challenges when ingesting and delivering large amounts of
astronomical data. The main issues are related to remote control and configuration, monitoring and logging
anomalous conditions, fault tolerance and error handling.

The New Archiving Distributed InfrastructuRe (NADIR) developed and implemented within the Italian
Astronomical Archive (IA2) project, has shown to be able to overcome successfully these issues. NADIR is
currently installed and working at the Large Binocular Telescope Observatory (LBTO) and at Telescopio
Nazionale Galileo (TNG) and is scheduled to be installed at Asiago Observatory in the near future.

In order to speed-up the distribution process, the archiving system planned for Asiago Observatory will
consist of a temporary archive and a web interface to access the archive directly on site. The temporary
archive (storing data less than three months old) will be available only from within the local LAN at the
observatory and its aim is to enhance the local usability of the service.

The main (public) archive will be hosted in Trieste. This archive will be managed by the metadata and data
importer and exporter branches of NADIR which are in charge of exporting the files from the acquisition site
and importing them to remote sites.

The access to the archive is made possible through a web application installed both locally at the Asiago site
and publicly in Trieste. The web interface allows public and private access to the resources via traditional
queries on the main instrumental and observing parameters. The query result is also exportable via SAMP
protocol to the Virtual Observatory compliant clients (Aladin, Topcat). User authentication will be performed
using the EduGain federation.
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Monitoring & Control Software for the new Westerbork Phased-Array Feed System

The Westerbork Synthesis Radio Telescopes (WSRT) facility has recently been upgraded with phased-array
feed (PAF) receptors. These new receptors enable a hugely increased sky survey speed, because up to 42 beams
can be synthesized simultaneously, thus increasing the field-of-view tremendously.

In order to properly monitor and control this new instrument, the existing monitoring and control software
had to be completely overhauled. We seized the opportunity to build an almost completely new software
stack using modern software engineering techniques. Most of the code has been written in Python, except for
some performance critical parts, where we used C++.

The new software stack consists of three layers. The lowest layer contains the drivers that directly drive
the, mostly custom-made, hardware. The middle layer contains the controllers that control the underlying
drivers, and translate complex commands like "start observation" into a series of commands to the different
drivers. The top layer contains the services. Some of these services are involved with the real-time online
system that is taking the astronomical data. Other services are involved in observation specification, data
transfer, or offline data processing. All communication between controllers and services is done using a
messaging middle-ware layer based on the Advanced Message Queuing Protocol (AMQP) standard.

In this presentation I will not only present the design and the underlying considerations, but also focus on our
experiences with Agile/Scrum software development practices.
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Modelling of Zodiacal Light Emission for Space Missions

Accurate planning of forthcoming missions requires an accurate knowledge of diffuse sources in order to
optimize mission parameters and the scanning strategy to meet the expected performances. 
Zodiacal Light (ZL or Zody) is a well known contaminant for ground based and space-borne observations in the
optical and infrared bands, and recent results from the Planck collaboration highlight its importance for
high sensitivity observations in the millimeter domain.  
The physics of ZL is well known. ZL is dominated by scattering of Sun light from interplanetary dust for
wavelenghts shorter than 12 micron, while thermal emission dominates at larger wavelengths. However
predicting and modelling of Zody is complicated by a number of subtleties. 
The cloud of interplanetary dust particles has a quite complex 3D structure. Its main geometrical parameters
have been assessed in the last two decades, but the photometrical properties of ZL are affected by a
significant level of uncertainty. At optical wavelengths, measures of ZL contamination are affected by light
from background stars. In sub-mm the worst uncertainty is the model of dust grains emissivity. 
In addition it must be taken in account that the observer is moving within the cloud of interplanetary dust
particles, leading to an important time dependence in the perturbing signal and asking for a precise knowledge
of the expected trajectory and scanning strategy of the mission. 
In this talk I will discuss how to build a reliable predictor for Zodiacal Light contamination. I will present
pyZod, a PYTHON code which implement such model. The Planck, Euclid, Core+ missions are discussed as use cases.
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The SkyView Survey Data Model

The SkyView Virtual Telescope supports over one hundred survey data sets ranging from the radio through the
gamma-ray regime. SkyView includes data spanning 18 orders of magnitude in frequency, 4 orders of magnitude
in resolution, and many different coordinate systems and projections. To enable quick and easy access to
these myriad NASA and non-NASA datasets SkyView has defined a simple data model for surveys. It takes
advantage of existing data models: the world coordinate systems of FITS and the image models of the virtual
observatory. Our model is easily implemented in XML and allows straightforward integration of new surveys
into the system.

The SkyView data model unites three distinct aspects of the survey: the quantitative description of the survey
content, i.e., what pixels are available; the science metadata for the survey, the provenance, bands, epoch and
such; and the special processing requirements or opportunities associated with the survey. This paper
discusses the issues associated with defining the survey model including multiple levels of precision in defining
the coverage of the datasets, the coupling of quantitative science information with approximate descriptive
metadata, handling the differences between different wavelength regimes, and enabling special processing of
datasets with particular quirks.
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Vienna survey in Orion - VISTA data reduction techniques

The Visible and Infrared Survey Telescope for Astronomy (VISTA) operated by ESO at Cerro Paranal has been
monitoring the southern sky in near-infrared and optical wavelengths for several years. Most of the
available observing time is invested in large public surveys and only a minor fraction is awarded to normal
programs. In a 30 hour long program we have observed 18 sq deg of sky toward the Orion star forming region, a
prime laboratory for research into the origin of stars and clusters. In our analysis of the data we found
several drawbacks in the dedicated ESO VISTA pipeline architecture, most notably leading to degraded
resolution in the stacked output frames and inconsistent photometric results. To circumvent several of the
identified key issues we have developed a stand-alone data reduction environment tailored to VISTA/VIRCAM
but applicable to any other optical/near-infrared camera system currently in use in professional astronomy.
For VISTA data our stacked output frames yield on average 20% better image quality (FWHM) than the
standard pipeline, a critical improvement especially when studying dense environments such as stellar
clusters or regions near the galactic center. This new pipeline, completely written in Python, has very few
prerequisites and has been designed for user-friendly, (Python-typical) semi-automatic and interactive
operations. The software suite was developed not only for better processing of the already existing data, but
also for the upcoming new generation of public surveys with the VISTA telescope starting in late 2016.
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Scaling Up Data Cube Indexing Services for Content-based Searches in the Chilean Virtual Observatory

Content-based search tools are key building blocks for the construction of large scale virtual
observatories. Recently, we create an automatic method for data cube indexing [AC16] capable of
automatically detecting and recording ROIs while reducing the necessary storage space. Currently, we are
putting our codes in the production pipeline of ChiVO [ChiVO], the Chilean Virtual Observatory, an initiative
which belongs to IVOA and seeks to provide the capability of content-based searches on data cubes to the
astronomical community. In this presentation we show how to scale up our first prototypes to a large-scale
data center. Efforts involved in code migration from R-based codes [ASCL1512.010] to CASA/Python-based
software give us insights for code refactoring and data integration issues that can be helpful for
researchers and practitioners in astroinformatics.

[AC16] Araya, M., Candia, G., Gregorio, R., Mendoza, M., Solar, M. [2016]. Indexing data cubes for content-based
searches in radio astronomy, Astronomy and Computing, 14:23-34.

[ChiVO] Chilean Virtual Observatory, http://www.chivo.cl
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A new Web interface for SAADA

Saada has been designed to help astronomers to build local archives by the simplest way. A Database created
by Saada, a SaadaDB, can host multiple collections of heterogeneous data (spectra, catalogs images, spectra,
flatfiles, miscellaneous) .

Meta-data extracted from input files (FITS or VOTables) are first stored into the database and then mapped to
a common interface allowing consistent queries covering these heterogeneous datasets.

Data collections can be linked to each other with persistent relationships.

A SaadaDB comes with a rich Web interface automatically generated and managed.

Data collections can also be exposed through VO services (SCS, SIA, SSA or TAP).

An API is available for those who want to build their own Web interface or to feed another piece of software
with data retrieved from the database.

A SaadaDB can be managed with a graphical tool or by script.

Although being enable to be operated automatically, the data loader can be configured by hand to extract
the proper meta-data.
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Enhanced capabilities of the ESO Science Archive Facility user interfaces

The ESO Science Archive Facility (SAF) provides access to raw data, science products and ambient information
for the La Silla-Paranal observatory. Through the user interfaces, the archive users browse/query/request
and download raw data and the quickly-growing content of science-ready data products (images, flux maps,
spectra, data cubes, source tables, catalogs).

The SAF user interfaces provide support to queries for the ESO approved observing programs, their abstracts,
and scheduling information. The ambient conditions of the different sites can also be browsed to obtain
(download/display) measurements of seeing, coherence time, precipitable water vapour, and other
parameters, like the vertical profile of the atmospheric turbulence, important to support new adaptive optics
requirements, following the upgrade of the Paranal Astronomical Site Monitoring instrumentation.

In this article we will review the recent developments, highlighting the new capabilities available to the
users, and describing the look&feel and the architectural choices taken to provide a smooth, informative, and
responsive user experience (AladinLite, jQuery, Ajax, enriched physical data model, etc.).
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SAO's Public Archive of Echelle Reticon Spectra

From December 1978 through May 2009, over 250,000 high dispersion (R~20,000 at 5177 Angstroms) optical
spectra of bright stars (V<13 on 1.5m, V<15 on 6.4m) were recorded on single-order echelle spectrographs on
the Tillinghast 1.5-meter reflector and MMT telescope on Mt. Hopkins in Arizona and the Wyeth 1.5-meter
reflector in Harvard, Massachusetts. The spectra were obtained primarily for radial velocity studies. The
spectra have been uniformly reduced and are being made public, a valuable resource in combination with Gaia
proper motion and parallax measurements.
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Docker in Production: Experiences with Data Processing and Inspection

We want to share our experiences with using Docker as part of a production system. Docker is a promising
container technology that aids software development and deployment in the DevOps environment. In LOFAR, we
recently integrated Docker into our work flow for our automated data processing as well as for our manual
data inspection.

We are now able to leverage many advantages that Docker has to offer. For example, we can deploy and run
multiple software versions, each with their own configurations and dependencies, in parallel on the same
server. The deployment, testing, and upgrading of both our own and 3rd party software, but also system
maintenance of LOFAR is made both easier and more powerful. Finally, Docker allows us to ship our software
stack to end users, which are able to run our pipelines and tools from scratch using a single command,
provided that they have Docker installed.
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Kliko - a Scientific Computer Container Format

Kliko was born out of our needs to have a more formal and uniform way of scheduling batch compute tasks on
arbitrary public and private cloud platforms. Docker is perfect for encapsulating and distributing software,
but the input output flow is not defined. Kliko is an attempt to create a standard way to define compute input,
output and parameters.

Kliko is already being used in production at SKA South Africa.
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Visualization and customized analyzes with AstroCloud

It is common to find astronomers running their own tools, or distributed computational packages, for data
analysis and then visualizing the results with generic applications. This chain of processes comes at high cost:
(a) analyses are manually applied, they are therefore difficult to be automatized, and (b) data have to be
serialized, thus increasing the cost of parsing and saving intermediary data. We are developing AstroCloud, an
agile visualization multipurpose platform intended for specific analyses of astronomical images (https:
//astrocloudy.wordpress.com). This platform incorporates domain-specific languages which make it easily
extensible. AstroCloud supports customized plug-ins, which translate into time reduction on data analysis.
Moreover, it also supports 2D and 3D rendering, including interactive features in real time. AstroCloud is under
development. Currently, it incorporates the most used python libraries such as astropy. We are currently
implementing different choices for physical analyzes.
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Organizing standardisation of astronomical data access: the IVOA DAL WG current experience

The tremendous amount of data available in astronomy at all wavelengths allow astronomers to make new
science and to correlate an extremely wide range of phenomena. It is also a challenge for digital data
management distribution and processing. Interoperable Data Access protocols as designed by the IVOA take a
major place in this challenge. This contribution reviews the current trends of IVOA efforts in this context.
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ASPIC & GAZPAR : National Services Observation in Astronomy - Astrophysics at CESAM

The Astrophysical Data Center of Marseille (Centre de données Astrophysiques de Marseille -CeSAM) is a
center of expertise which includes all activities at LAM processing, analysis, archiving and distribution of
data from large-scale observation extra-galactic programs, in order to make them available to the
community.

CESAM enables the production of high-value data , through the development or integration of specific
softwares ( GAZPAR ) and make them available to the scientific community through generic tools and / or
specific projects developed within the framework scientists ( ASPIC ).
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Data Compression for optical movie data of the Tomo-e Gozen

The Tomo-e Gozen is a wide-field camera on 1-m Schmidt telescope on Kiso Observatory at Japan.

By using the camera, we plan to monitor the wide area of the sky with high speed of 2 Hz, to search optical
transients.

Full observation will start on the next year.

The camera consists of 84 CMOS chips and cover the fields of view with 20 deg^2.

The data obtained by one night observation will become about 30 TB. Then, data compression is necessary.

We have applied a matrix factorization method for the movie data and showed that the method can compress
the data into one-tenth of original size, without losing scientifically important information.

We demonstrated that the method can process the data with sufficiently high speed.
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Automatic spectral classification of galaxies using SPITZER data

In this work we present the analysis of the spectral sample obtained from the Spitzer Infrared Spectrograph
(IRS) . We applied unsupervised neural networks: competitive (CNN) and self organized maps (SOM), to the sample
of 747 galaxy spectra. All of them were obtained from the central part of the galaxies. The redshift (z) of the
sample galaxies is between 0.0001 and 0.3. All are high resolution spectra (R ~ 600) obtained with the Short-
High (9.9-19.6 μm) and Long-High (18.7-37.2μm) modules of IRS. We obtained an automatic classification on 17
groups with the CNN, and we compare the results with those obtained with SOM. The obtained classification
with both methods are consistent. We are analyzing the physical properties of the galaxies in each group to
determine what type of objects dominates each one and to confirm if the classification could be extended to a
larger database.
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Towards a Common Software Engineering Environment for Science Operations

The European Space Astronomy Centre (ESAC) has been ESA’s Science Operations Centre (SOC) since 2008. For
each science mission ESAC hosts a number of operational systems typically related to mission planning,
instrument handling, data processing, services and tools to users, and data archiving. As part of this role,
ESAC is responsible for the management and implementation of Science Operations Systems throughout the
software development lifecycle.

Therefore high quality software engineering flow-down from Mission Requirements to Science Operations
represents a critical success factor for ESAC in particular, and any space project in general.

Although standards and principles for 'good' software engineering have been established for quite some time,
over recent years more and better support tools have become available. These tools represent key enablers
for increased efficiency, contributing to deliver higher quality software systems with less effort and time.

The main goal of this activity is to define a common software engineering environment where a core set of
tools and procedures are shared across teams. This environment is to be used for all upcoming missions while
current missions, with software engineering environments often characterised by a heterogeneous approach,
will migrate depending on their specific circumstances..

In order to maximize productivity the project has followed an evolutive / Agile approach, focusing on those
areas with higher potential for commonality:

• Project Management
• Problem and Change Management
• Source / Documentation Version Control
• Release management

Other areas like requirements engineering or test management, were tackled as part of the project needs in a
generic way, defining a potential solution for other projects.

Moreover the design of the new environment has been done in cooperation with a multi-disciplinary team from
different missions, leveraging on existing practices and tools already in place.

This paper presents the approach, architecture design and implementation of the future Science Operations
Configuration Control Infrastructure at ESAC.
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The design strategy of scientific data quality control software for Euclid mission.

The most valuable asset of a space mission like Euclid are the data. Due to their huge volume, the automatic
quality control becomes a crucial aspect over the entire lifetime of the experiment. Here we focus on the
design strategy for the Science Ground Segment (SGS) Data Quality Common Tools (DQCT), which has the main
role in providing software solutions to gather, evaluate, and record quality information about the raw and
derived data products from a primarily scientific perspective. The stakeholders for this system include
Consortium scientists, users of the science data, and the ground segment data management system itself.

The SGS DQCT will provide a quantitative basis for evaluating the application of reduction and calibration
reference data (flat-fields,

linearity correction, reference catalogs, etc.), as well as diagnostic tools for quality parameters, flags,
trend analysis diagrams and any other metadata parameter produced by the pipeline, collected in
incremental quality reports specific to each data level and stored on the Euclid Archive during pipeline
processing.

In a large program like Euclid, it is prohibitively expensive to process large amount of data at the pixel level
just for the purpose of quality evaluation. Thus, all measures of quality at the pixel level are implemented in
the individual pipeline stages, and passed along as metadata in the production. In this sense most of the tasks
related to science data quality are delegated to the pipeline stages, even though the responsibility for science
data quality is managed at a higher level.

The DQCT subsystem of the SGS is currently under development, but its path to full realization will likely be
different than that of other subsystems. This is primarily due to a high level of parallelism and to the wide
pipeline processing redundancy. For instance the mechanism of double Science Data Center for each processing
function, the data quality tools have not only to be widely spread over all pipeline segments and data levels,
but also to minimize the occurrences of potential diversity of solutions implemented for similar functions,
ensuring the maximum of coherency and standardization for quality evaluation and reporting in the SGS.
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Towards robotic operation of the First G-APD Cherenkov Telescope

The FIrst G-APD Cherenkov Telescope (FACT) is an Imaging Atmospheric Cherenkov Telescope located on the
canary island of La Palma.

In addition to its physics goal of monitoring bright gamma-ray sources in the TeV regime, e.g. the AGNs Mrk 501
and 421, FACT is also striving for robotic operation, in order to maximize its duty cycle while saving manpower
and resources.

The necessity to operate the telescope on site, was only given for a brief period of time after deployment as
human interaction has been minimized in a stepwise procedure. Fully remote operation of FACT has been
achieved 10 months after the beginning of its operation in October 2011. To date only the telescope system and
the weather conditions have to be monitored by a shifter.

To reach fully robotic operation, several utilities were developed.

In this talk, three of them will be presented.

Main focus will be on the shifthelper, a software written in python that continuously checks the system via
our web services and uses different means of communication to alert shifters in case intervention is required.

This includes calling the shifters on their phones, sending messages and plots via the Telegram instant
messenger and sending emails. The code is open source, available via github, and we plan to create a
framework that other experiments could use.

For a measurement of the triggering behavior, that FACT is performing once per night, an area in the sky near
zenith and with very low star light is required. Using the hipparcos star catalog, a program was written that
selects a suitable target position for a given date and time.

To get a visual overview about the conditions at night, a small tool gathering images from local webcams and
information from weather stations is producing  timelapse videos of the nights on La Palma.
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Progress of computer and network replacement at Subaru Telescope

We’ll present the design of Subaru Telescope’s computer and network system which will be replaced in 2018,
and the replacement strategy. We will make the five-year contract with a vendor that will provide us with
the services that we require, by hardware and software that the vendor will own, and by the operation and
maintenance made by the vendor’s workforce.

The goal of this procurement is to deliver quality service to the observatory staff as well as the telescope
users within the budget constraint.

To achieve this goal, we will consolidate hardware as much as possible and share one device for multiple
purposes. Because of this, our project will cover more computers than ever - the computers for data
reduction, observation control, instrument control and maintenance, data archive, internal/external web
servers, VM platform for various servers, internal network, WiFi, firewall and security. Most products are
located in Subaru Telescope premises in Hawaii, but a counterpart of data archive system in Hawaii is located
at the headquarters of National Astronomical Observatory of Japan in Mitaka, Tokyo.

This procurement is made with a "Rental Contract" with a vendor at this time, for five years. This rental
contract covers the design, delivery, installation, being a product licensee, configurations, data migration
from the previous system, operation, troubleshooting and maintenance by one vendor. Since a vendor will
commit to every step of the computer procurement, the vendor must guarantee the functions and performance
it promised. The results from the past procurements were satisfactory in function, performance and stability.

Because this project is funded by Japanese Government, the procurement process must be compliant with
Japanese Government's rule. As of the ADASS meeting, the RFI (Request for Information) would have been made
public and we would have received feedback from the business that is interested in the contract.

With this presentation, we would like to share the ideas behind the RFI we will disclose with the ADASS
participants. And we may introduce technical breakthrough that we learned through the process toward this
procurement.
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MAISIE: a Multipurpose Astronomical Instrument SImulator Environment

Instrument science simulators are a useful tool to test data reduction pipelines and preview data products.
Often these simulators are built from the ground up for each project, leading to different designs, interfaces
and capabilities. Adapting a simulator for another project is a difficult process; differences in physical design
can require large amounts of code refactoring and code duplication to change a single purpose simulator.
MAISIE (Multi-purpose Astronomical Instrument Simulator Environment) provides a common framework for
simulators. At the core of MAISIE is the Effector interface which is used to create to objects that simulate a
single effect, the building blocks of the simulation. Combinations of Effectors can be used to simulate real
components, sub-systems and systems in astronomical instruments. By providing a simple common design for
instruments MAISIE aims to reduce effort required to design and build instrument simulators. A collection of
well tested Effectors and tools are included within MAISIE for common, simple use cases. MAISIE has been
designed to build simulators for single and multi-channel instruments, imagers and spectrometers, ground
and space based instruments. For new and novel instruments, new functionality can be added by creating new
classes that represent the added features and used with the existing simulator framework. MAISIE is
available from GitHub and is written in Python, a freely available and open-source language. Recently MAISIE
has been used to develop the simulator for the James Webb Space Telescope’ Mid-Infra Red Instrument Medium
Resolution Spectrometer.
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TAPping into Hadoop with AAO Data Central

We present AAO Data Central, an astronomical data archive using Apache Hadoop that incorporates a TAP
service, a RESTful API, as well as a web frontend. Hadoop allows us to query data using SQL syntax, however
the underlying system uses an object oriented data model to manage heterogeneous datasets, rather than a
more traditional relational model. AAO Data Central will initially host the SAMI Survey Data Release 1 and the
GAMA survey Data Release 2, with all AAT and UKST surveys eventually being hosted in the system. We will
discuss the technical details and challenges of our system.
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What is in SIMBAD ?

SIMBAD is a dynamic database of astronomical objects. It provides the bibliography, as well as basic
information such as the nature of the object, its coordinates, magnitudes, proper motions and parallax,
velocity/redshift, angular size, spectral or morphological type, and the multitude of names (identifiers) given
in the literature. The information in SIMBAD is a compilation built from what is published in the literature with
expert cross-identification performed at the CDS based on the compatibility of several parameters, in the limit
of reasonably good astrometry.
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Deblending in crowded star fields using convolutional neural networks

Astronomical images with high stellar density pose a challenge to source extraction algorithms. We present a
new star detection and deblending method based on a convolutional neural network. The obtained detector
can deal with a wide variety of astronomical images, and shows notable gain in both completeness and
reliability when compared to traditional single-pass algorithms. We discuss further prospects and
improvements to the method.
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Development of a forecast model of solar wind speed using the convolution neural network

The Solar Dynamic Observatory (SDO) produces the huge size of scientific imaging data of the Sun from AIA and
HMI. The Korea Data Center for SDO (KDC-SDO) has stored the full coverage data of the SDO which are
identically same in Joint Science Operations Center (JSOC). We develop a preliminary forecast model of solar
wind speed (Vsw) using the convolution neural network (CNN) in the Tensorflow of Google. For this, corona
holes are identified as dark area whose intensity are lower than median value using AIA 193Å images. The input
data for CNN are binary images with -10 and 10 degrees in longitude: 1 for corona holes and 0 for the other
areas. Three day data with 1 hour time resolution are used for the solar wind speed forecast with one day
advance. The forecasting events are defined as positive samples which are Vsw>500km/s for the whole day.
The number of positive samples are 204 from 2010 to 2016. The CNN is configured to 1 convolution layer, 1
pooling layer, and 1 fully-connected layer that has 4 nodes at last. The forecast model can classify the
events to happen or not. With K-folds cross-validation in a training process, the average of accuracy for the
model is 0.49 and its standard deviation is 0.12. Finally, the model is evaluated within a month and its accuracy
is 0.54. We will use SOHO EIT images for more training samples, and SOHO LASCO images to consider coronal mass
ejections. In addition, we can extend this study to forecast other solar and geomagnetic parameters.
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Integration of the Data Reduction Pipeline of EMIR during its commissioning

EMIR, the infrared multiobject spectrograph for the 10m Gran Telescopio Canarias, it is currently in its period
of commissioning at the telescope site.

I present here the details of the integration of the pipeline in the GTC Control system, and the changes required
in both systems. The EMIR Data Reduction Pipeline is written in Python and can be used as a standalone program
(https://github.com/guaix-ucm/pyemir). The GTC Control system is written in C++ and Java and uses CORBA for
communication between susbsystems
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Catalogue of the XMM-Newton Pipeline products. Present and Future

The aim of the XMM-Newton Pipeline Processing System (PPS) is to provide a set of data products which are of
immediate value for the XMM-Newton observer as well as for the XMM-Newton Science Archive (XSA), where
they are also stored for eventual public release. The dedicated pipeline reduces data from each of the EPIC,
RGS and OM science instruments on XMM-Newton.

The resulting pipeline products are a mixture of files that are useful as inputs to further scientific analysis
by the user and files that provide a first cursory view of the data. The products include calibrated cleaned
event lists for all X-ray cameras, sky images, source lists, cross-correlations with archival catalogues and
spectra and time series of sufficiently bright individual sources.

This poster is an overview of the current data products obtained by the XMM-Newton Pipeline and the plans to
improve the quality of the data and the visualization of that resulting data.
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Applicability of Agile Scrum to BepiColombo MPO Science Ground Segment Development

BepiColombo is an interdisciplinary ESA-JAXA mission to explore the planet Mercury consisting of two separate
orbiters: ESA’s Mercury Planetary Orbiter (MPO) and JAXA’s Mercury Magnetospheric Orbiter (MMO. The ESA
orbiter payload comprises 11 instruments covering different scientific disciplines developed by several teams.
The Science Ground Segment (SGS), located at the European Space Astronomy Centre (ESAC), will be in charge of
the scientific payload operations planning, the science operations, the data processing and distribution to the
instrument teams, the preliminary analysis of the scientific data and their archiving in a central archive
accessible to the science community.

BepiColombo will set off in 2018 and will arrive at Mercury in late 2024 and the SGS shall fulfil the different
instrument teams’ needs during more than eight years of operations, from Launch until the end of post-
operations phase. This long mission lifetime imposes strong requirements on system development and
maintainability and also on how the system is able to accommodate the user needs during the different mission
phases.

Initially the SGS software development followed an incremental approach, the classical waterfall model
(generally used in ground control systems development at ESA), which means to deliver a working part of a
total product or solution slicing the system functionality into increments. However, after two years of
experience, this ‘classic’ approach has not demonstrated to be as efficient as was initially expected. For this
reason, the SGS has changed the development methodology into an Agile Scrum approach which guarantees the
involvement of the users during the development, and therefore the adequacy of the system with respect the
real system needs during all mission phases, and ensures the continuous system verification and validation
activities.

This paper describes the problems experienced by the SGS with the waterfall approach and how the SGS has
been able to migrate from it to the new Agile methodology, maintaining the consistency between uses case,
science/system/subsystem requirements, user stories, test cases, etc. In addition, it describes a good case of
study on the applicability and effectiveness of Scrum to a science ground segment development with long life
development cycle which is quite different case from the ‘traditional’ applicability of Agile methodologies.
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HiPS Catalogue Generation

HiPS (Hierarchical Progressive Survey) offers a user-friendly way to explore potentially very large
catalogues on the sky, such as the GAIA catalogue.

The user can browse the sky by zooming and panning, while all data transfers are transparently handled by
the client (e.g. Aladin).

The all-sky view displays the most interesting objects given a spatial distribution mimicking the global spatial
distribution of objects.

Once the user has identified a region of interest and centred it by panning, more objects emerged as he keeps
zooming in.

The CDS has developed a tool (HiPSGenCat) to generate HiPS versions of the catalogues it hosts.

This tool has been made public so anyone can generate its own HiPS catalogues.

After a reminder of the HiPS catalogue data-structure, we detail the algorithm used in the HiPSGenCat tool.
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MPDAF - A Python package for the analysis of VLT/MUSE data

MUSE (Multi Unit Spectroscopic Explorer) is an integral-field spectrograph mounted on the Very Large
Telescope (VLT) in Chile and made available to the European community since October 2014. The Centre de
Recherche Astrophysique de Lyon has developed a dedicated software to help MUSE users analyze reduced
data.

In this paper we introduce MPDAF, the MUSE Python Data Analysis Framework, based on some well-known
Python libraries (Numpy, Scipy, Matplotlib, Astropy) which offers new objects to manipulate MUSE-specific
data.

We will present different usages exhibiting how this Python module may be very useful for the MUSE analysis:

- MPDAF provides a way to load a MUSE cube created by the MUSE pipeline (i.e. a FITS data cube of 3GB, ~
300x300x3680 pixels) into a Python object handling the world coordinates, the variance and the bad pixels
information. It is then relatively easy to extract smaller cubes or narrow-band images from a cube, spectra
from an aperture, and perform common operations like masking, interpolating, re-sampling, smoothing, profile
fitting... The world coordinates, the associated variance and the mask are propagated into the extracted cube,
image, or spectra.

- Several operations can be performed on the MUSE pixel table. The pixel table is the main intermediate product
of the reduction, stored as a FITS table of 8GB, and contains the lists of detector pixels together with output
coordinates and values. Before reconstructing a data cube, one can perform any operation on the pixel table
as for example masking data or applying an additional flat field correction.

- Combining individual exposures is usually done with the pipeline using pixel tables, but MPDAF also allows to
combine data cubes. This allows to perform additional corrections, before combining the cubes. Classic
combination algorithms are available such as median, sigma-clipped mean, and can include integer offsets.

Finally, we will conclude with the future plans like offering tools to detect and manage sources or, as MPDAF
is now made publicly available,  including contributions from the community of MUSE users.
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Probability Density Functions for Astronomy

In many applications in astronomy, uncertainty quantification plays an important role. Probability density
functions allow to quantify the likelihood of certain results and therefore enable scientist to produce
better analysis results. We present a Python package to generate PDFs for classification and regression
tasks. Besides providing several functionalities to generate such PDFs, we present a whole tool set for
evaluating the quality and visualizing the performance of the generated PDFs.
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Scalability of an MPI4PY implementation of a 2D correlation code versus MPI

A 2D correlation code has been developed based on MPI4PY in order to perform statistical analysis of galaxy
surveys. Input data have been produced by the Millennium cosmological simulation. Two algorithms have been
implemented: the first one considers point-like locations of the sources along the redshift axis. The other
algorithm is using the probability density function along the redshift direction. We ran the code on a large
cluster and compared its scalability to an MPI implementation.
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25 Years of Planetary Data Archiving with NASA's PDS: Lessons Learned the Hard Way

NASA's Planetary Data System (PDS) was established to ensure NASA's return on investment in its planetary
space program. Specifically, the PDS mandate was and is to ensure that the data returned by these missions
are not merely preserved, but maintained and usable by subsequent investigators long after the original
mission science teams have disbanded. During the intervening generations (1 human, about 5 technological), PDS
has amassed a highly diverse archive and dealt with formidable issues of data file format, long-term
maintenance, and metadata collection and preservation. Some design choices have stood the test of time;
others that seemed obvious contemporarily have been disastrous in the long term - requiring some PDS
personnel to have to rescue data in their own archives from becoming unreadable. PDS recently redesigned its
standards and requirements based on this hard-earned experience, applying modern information technology
theory. The culmination of this effort is the new PDS4 Information Model-based standards, with a requirement
for data structures that have attributes well suited to long term archiving and usability, and metadata that
is complete to the point of exhaustion. We will present the key lessons learned over the past 2+ decades, and
their direct impact on the design decisions and philosophy now manifest as the new PDS4 Archiving Standards.
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C3: A Command-line Catalogue Cross-matching tool for modern astrophysical survey data

The emerging need for efficient, reliable and scalable astronomical catalog cross-matching is becoming more
pressing in the current data-driven science era, where the size of data has rapidly increased up to the
Petabyte scale. C3 (Command-line Catalogue Cross-matching) is a multi-platform tool designed to efficiently
cross-match massive catalogues from modern astronomical surveys, ensuring high-performance capabilities
through the use of a multi-core parallel processing paradigm. The tool has been conceived to be executed as a
stand-alone command-line process or integrated within any generic data reduction/analysis pipeline,
providing the maximum flexibility to the end user, in terms of parameter configuration, coordinates and cross-
matching types. We present the architecture of the tool and some practical examples of the potential use and
performance. Moreover, since the modular design of the tool enables an easy customization to specific use
cases and requirements, we present also an example of a customized C3 version designed and used in the FP7
project ViaLactea, dedicated to cross-correlate Hi-GAL clumps with multi-band compact sources.
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Medicina, Noto and VLBI-IT Radio Archive: modelling radio data formats.

Radio astronomical data models are becoming very complex since the huge possible range of instrumental
configurations available with the modern radio telescopes. What in the past was the last frontiers of data
formats in terms of efficiency and flexibility, is now evolving with new strategies and methodologies enabling
the persistence of very complex, hierarchical, and multi-purpose information.

Modern Single Dish acquisition modes are described by a vast number of possible instrumental setup
parameters. This required the design and implementation of a Radio Data Model able to store all the
information needed to fully characterize the various observations. The developed radio data model has been
built on top of the data/metadata structure defined in the MBFITS standard for the Atacama Pathfinder
Experiment (APEX)

and is capable to handle radio data written in FITS format as well.For VLBI-IT acquisition mode, a customized
XML summary file stores the main configuration parameters for the interferometric observations and is a
subset of the previously mentioned Radio data model.

This aims at enhancing the archiving system performance,maintenance and behavior, providing the (inter)
national community with a state-of-the-art archive for radio astronomical data and will in the near future
be provided also with Virtual Observatory compliant services to increase the interoperability of data. The
archiving system itself is equipped with an internal data model in order to handle transparently all the
various radio raw data formats mentioned above. A Web User Interface allows for easy and user friendly
access to data. Querying functions and column indexes have been implemented into the database to optimize
the investigation over the hierarchical database structure, returning information organized in a table on the
output web page.
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W. M. Keck Observatory

The Keck Observatory Archive

We present the current status and future plans for the long term storage, distribution and reduction of data
obtained at the W. M. Keck Observatory
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XID+ a new prior-based extraction tool for Herschel-SPIRE maps

We present XID+ a new generation of software for prior-based photometry extraction in the Herschel SPIRE
maps. Base on a Bayesian framework, XID+ allows to include prior information and gives access to the full
posterior probability distribution of fluxes. XID+ is developed within the Herschel Extragalactic Legacy
Project (HELP).
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Usage of an End-to-End Simulator for Instrument Operations: Application to the Euclid Mission

We here propose to use an End-to-End mission performance Simulator (E2ES) as a tool to support instrument
operations. Such simulator enables the generation of simulated output data for selected test scenarios to
support the assessment of instrument configuration changes on the mission performance and to analyse the
impact of individual error sources on the output of an ideal system.

E2ES have been widely used for Earth Observation (EO) missions. They demonstrated to be a useful tool to
assess the mission performance and support the consolidation of the technical requirements and conceptual
design, as well as to allow end-users assessing the fulfilment of requirements by the mission. E2E mission
performance simulators are based on a reference architecture containing the basic modules for the
simulator, providing the required flexibility to support extensive and evolutionary growth. This, coupled to a
simulator framework and a repository of models (or building blocks), allows defining and implementing the
E2ES faster and with less effort. In this work we present a study for an E2ES taking the European Space
Agency (ESA) mission Euclid as a test case.

Euclid will investigate the distance-redshift relationship and the evolution of cosmic structures by means of
two instruments: the Visual Imager (VIS) and the Near-Infrared Spectrometer and Photometer (NISP). We here
present the designed architecture of an E2ES for Euclid instrument operations and an implemented prototype,
providing basic functionalities, focused on the NISP instrument, with some preliminary results. NISP and VIS are
operated by the Instrument Operation Teams (IOTs). The IOTs shall play a crucial role in the successful
execution of the Euclid mission; they are in charge of the monitoring, control and maintenance of the Euclid
payload, from initial diagnostics of field quality to detailed trend analysis of instrument characteristics and
calibration. The simulation of synthetic data is commonly used by scientist and engineers to consolidate the
instrument configuration and to define operational strategies on such complex missions. The IOTs will be
equipped with dedicated software tools to allow a quasi-automatic monitoring and manage operational
activities. We propose our E2ES as a tool for the IOTs to simulate test scenarios in order to assess the mission
performance, changes in the instrument configuration and to analyse possible error sources.
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Cross-matching the Chandra Source Catalog

Cross-matching against the Chandra Source Catalog (CSC) presents special challenges, since the Point Spread
Function (PSF) of the Chandra X-ray Observatory varies considerably over the field of view. This is not only a
significant problem when cross-matching against other catalogs, but also in cross-matching source
detections from overlapping Chandra observations. Among the source parameters in Release 2 of the CSC are
error ellipses for their positions, as well as PSF ellipses. We developed a cross-match tool that is based on
the Bayesian algorithms by Budavari, Heinis, and Szalay (ApJ 679, 301 and 705, 739), making use of the error
ellipses.

However, we ran into two major issues: calculating match probabilities only on the basis of error ellipses
breaks down when the PSFs are significantly different; and the number of matches to be considered increases
alarmingly when the number of catalogs involved in the match is more than just a handful. To counter this we
made modifications in the algorithm and the procedure, respectively which we will represent, accompanied by
examples of intra-CSC cross-match results.

This work has been supported by NASA under contract NAS 8-03060 to the Smithsonian Astrophysical
Observatory for operation of the Chandra X-ray Center. It depends critically on the services provided by the
ADS.
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Mining for Spectra - The Dortmund Spectrum Estimation Algorithm

Obtaining energy spectra of incident particles such as neutrinos or gamma-rays is a common challenge in
neutrino- and Air-Cherenkov astronomy, as the particle's energy cannot be observed directly but has to be
inferred from other observables e.g. energy losses of secondary particles utilized for detection. The task is
further made difficult by the fact that the production of secondaries, e.g. in a neutrino-nucleon interaction is
governed by stochastical processes. Mathematically this corresponds to an inverse problem, which is
described by the Fredholm integral equation of the first kind. Several algorithms for solving inverse problems
exist, which are, however, somewhat limited, for example in the number of input variables or in the sense that
only the unfolded distribution is returned and information on individual events is lost.

We present the Dortmund Spectrum Estimation Algorithm (DSEA), which aims at overcoming the afore mentioned
obstacles by treating the inverse problem as a multinominal classification task. Within DSEA the final
spectrum is obtained by summing the class-confidences of the individual events. DSEA, therefore, offers the
advantage that any learning algorithm can be used as long as it returns the confidences of the individual
classes. This results in a modular and highly flexible algorithm that can easily be tailored to a problem at
hand. To avoid a potential bias on the class distribution used for the training of the learner, DSEA can be used
iteratively using a uniform class-distribution as input.
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ARTEMIX (Alma RemoTE MIning eXperiment)

Even if not yet in full operation mode, the ALMA observatory has already delivered huge amounts of data.
Those data are accessible to download via the ALMA science archive portal from their parent project id. We
present here ARTEMIX (Alma RemoTE MIning eXperiment), a development from the Paris Observatory that aims
at exploring new tools for metadata and datacube remote visualisation. ARTEMIX does not reprocess the
calibrated data. It is thought as a collection of display facilities which aim is to ease the definition of trans-
project subsamples. Future developments, like automated subsample selection via higher-level data analysis
are possible, but require the access to fully imaged data-cubes that are not provided yet.
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XMM-Newton Science Archive (XSA)

Since April 2002, first version of the XMM-Newton Science Archive (XSA), the ESA Science Data Centre Team
(ESDC) has improved and updated this valuable service to the X-Ray Astronomical Community.

Based on the ABSI (Archive Building System Infrastructure), the XSA has a common architecture with the rest
of the archives developed by ESA for the astronomical missions. That produces a similar look and feel and it
gets benefit of upgrades on other archives.

In 2013, a full redesign was implemented into the archive to produce a pure Web based interface using state of
the art technologies: a modern User Interface using GWT (Google Web Toolkit), complex geometrical queries
support by using data base geometrical indexing (pgsphere) and updates on the Virtual Observatory services.

Recently, a new IVOA TAP complaint service (Tabular Access Protocol) interface has been made available to
access the metadata of the XMM Epic Source catalogue, OM source catalogue and Slew catalogue in a very
powerful interface, allowing data mining tasks.

Also, and in line with the development of the ESA Sky application, new HiPS (Hierarchical Progressive Survey)
has been generated for EPIC and OM cameras to expose XMM-Newton data in an exploration interface.

Finally, although XMM-Newton mission is still in operations, the XMM-Newton Science Archive is already ready
for the legacy phase that will take place in the next years.
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APERICubes - an on-line Astronomical and Planetary Ergonomic Research Interface for data Cubes

We have developed a web-based tool to preview data cubes and facilitate their exploration with existing
spectrum analysis programs. The APERICubes tool is part of VESPA, an integrated system connecting many data
services related to Planetary Sciences and Heliophysics. APERICubes was originally designed to handle PDS
cubes from the VIRTIS imaging spectrometer on the ESA Venus Express mission, but its architecture is versatile
enough to accommodate other FITS IFU data cubes (data from the ESO GIRAFFE spectrograph are supported).
After being prepared on the server, the cube image planes are available through JS9 (a Javascript port of the
popular image visualization tool DS9). The user has access to various plugins for image analysis, and can
select a pixel or a region of interest. The corresponding spectrum, computed by a servlet in real-time, is then
plotted. Thanks to the VO SAMP protocol the generated spectra can be sent to dedicated clients such as Cassis
to be analyzed and compared.
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EasyLife: A Conceptual framework for semi-automatic survey management

EasyLife is a conceptual framework aimed at the semi-automatic management of a spectroscopic survey.

The framework foresees the use of a graphical user interface (GUI) to organise, reduce and automatically
classify survey data, and a Web-based interface to monitor the survey, which automatically retrieves the
survey status in terms of observed, to be reduced, and already reduced pointings.

The fact modern astronomical surveys produce huge data volumes (hundred of thousands spectra) makes
EasyLife a fundamental tool in survey management.

Its first implementation, in 2012, has been successfully used to manage the VIPERS survey; the more recent
implementation of the EasyLife framework exploits PNGS (Pandora Next Generation Software, where Pandora
is an acronym for Programs for AstroNomical Data Organization Reduction and Analysis) APIs and the FASE
(Future Astronomical Software Environment) framework.

Its user interfaces (both GUI and command-line) are developed in python, while the computational core is
implemented in C to boost performances and to allow the reuse of stable and thoroughly tested legacy code.

EasyLife is currently used to manage the ongoing VANDELS ESO public spectroscopic survey.
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The pipeline for the ExoMars DREAMS scientific data archiving

DREAMS (Dust Characterisation, Risk Assessment, and Environment Analyser on the Martian Surface) is a
payload accommodated on the Schiaparelli Entry and Descent Module (EDM) of ExoMars 2016, the ESA –
Roscosmos mission to Mars successfully launched on 14 March 2016.

The DREAMS data are to be archived into the European Space Agency's Planetary Science Archive (PSA), the
central repository for all scientific and engineering data returned by ESA's Solar System missions. The
ExoMars mission and consequently the DREAMS archive adopts the NASA's Planetary Data System (PDS)
standards as a baseline for the formatting and structure of all data.

The PDS standard provides guidelines on how the DREAMS team should construct a data set suitable for long-
term archiving. This standard contains requirements in terms of data set structure and documentation that
should allow for any DREAMS data to be used and understood for many years after the end of the mission.

In PDS, each data product is associated to a label containing full details on the structure and content of the
product. The users receive many useful information through the labels provided with each product, that
contain the meta-data needed for a tool to access and interpret the product.

The ExoMars mission and DREAMS adopt the PDS version 4 standards, acknowledged as PDS4. PDS4 has a
modernized approach to archiving data within the PDS; labels are expressed as XML documents that are tied to
a centralized, self-consistent model providing uniformity across the PDS.

In order to ensure compliance with the PDS standards and with all of the requirements for ingestion and
release in the PSA, several tools are available from ESA and NASA for the data set validation.

This paper summarizes the format and content of the DREAMS data products and associated metadata. The
pipeline to convert the raw telemetries to the final products for the archive is sketched as well.
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LAM - Laboratoire d'Astrophysique de Marseille

AMAZED : Algorithm for Massive Automated Z Evaluation and Determination

As of Today, at z>1, the best redshift estimation is done by humans. Next generation galaxy surveys with
millions of galaxies require a fully automated process with no human intervention. The goal of AMAZED is to
automatically measure the redshift of any galaxy and associated redshift reliability. This requires new
generation algorithms.

AMAZED is an automatic redshift estimation software package developed in the framework of both EUCLID and
PFS large-scale spectroscopic surveys involving the LAM. The AMAZED project aims at providing a fully
automated and versatile (instrument type, resolution, ...) redshift estimation tool.

AMAZED focuses on future all-sky surveys like the NISP slitless spectrograph surveys on the ESA-Euclid
mission (applicable to NASA-WFIRST), as well as future deep pointed surveys with massively multiplexed
spectrographs like the Subaru Prime Focus Spectrograph.

This poster is focused on some algorithmic concepts and results obtained with simulated data and real data.
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MeerKAT Data Center Technology Spotlight

The poster contains an overview of the MeerKAT Science Processing and Archive data centre. It provides some
detail on the proposed solutions for the processing and archival requirements of the MeerKAT telescope.

This includes a description of a proposed imager providing 500 TFlops of processing power using Nvidia Tegra
SoC's and utilising immersion cooling in oil. This contrasts traditional server and air cooling approach. This
design, if successful, should provide significant savings in both the thermal and electric budget of the running
system.

The poster describes the Science Archive which will provide 10PB of HDD storage for long term archival of
science data products.

We detail the Visibility archive, an 18PB tape based archive for storing raw visibility data for a limited window.
This will allow reprocessing of observations within ~4 months of an observation.
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Structuring metadata for the Cherenkov Telescope Array

The landscape of ground-based gamma-ray astronomy is drastically changing with the perspective of the
Cherenkov Telescope Array (CTA). For the first time in this energy domain, CTA will be operated as an
observatory open to the astronomy community.

In this context, a structured data model is being developed for a CTA observation. The data model includes
different classes of metadata describing the project definition, the configuration of the instrument for the
observation, the ambient conditions, the data acquisition and the data processing. This last part relies on the
Provenance data model developed within the Virtual Observatory (VO), for which CTA is one of the main use
cases. Furthermore, the whole CTA data model should be compatible with the diffusion of data through the VO.
We thus developed a web-based data diffusion prototype to test this requirement and ensure the compliancy.

I will present the latest developments on the CTA data model, its implementation as a data diffusion service,
and the implications for related developments within the project.
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Storage and processing of big data volume for Space-VLBI projects (Radioastron and Millimetron
Missions).

In this report IT support for two Space-VLBI Projects are considered: currently operating Radioastron mission
and future Millimetron mission. Radioastron Data Processing center was implemented to collect, process and
archive the data and to organize the informational exchange between all participants of this project.

More than 40 ground telescopes are involved in joint observations with Radioastron. Digital data from space
and ground telescopes is collected in Data Processing Center. Large interest of scientific community around
the world in Radioastron mission led to the growth of number and duration of observations, as well as to the
growth of number of ground telescopes participating in these observations and the total amount of data.
Currently, the volume of stored data is more than 2 PB.

Usually in VLBI projects the initial or raw data is being deleted after successful correlation. In Radioastron
mission we have made a decision to save and store all raw observational data, because of its uniqueness in
order to have a possibility for future reprocessing and re-correlation. This is one of the reasons to expand
our data archive.

We have organized the data storage, computer complex, high-speed internal and external networks and
archive for transferring, processing and archiving all data of Radioastron mission. All these components
work as an integrated system. We have done an optimization of our equipment, by improving our operation
scheme and dividing the data flows. In this report we pay special attention to the elimination of “bottle necks”
in our data processing complex.

Additionally, we pay great attention to control the Radioastron mission data transfer and storage
reliability.

The structure and functions of the Astro Space Center Data Processing Center fulfill the requirements for
the Radioastron Mission data processing and have been successfully confirmed during the whole period of our
operation.

In our next Space-VLBI project – Millimetron mission, the expected volume of scientific information is estimated
to be at least 100 PB. It is much more than for Radioastron mission. In this case for Millimetron mission will be
organized a separate data center. We believe that our experience in processing, transferring and storing of
large data volumes for Radioastron mission will be very useful.
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Update of the JVO Subaru Suprime-Cam mosaic image archive

Suprime-Cam is a wide field imager attached to the Subaru Telescope, which consists of ten 2048 x 4096 CCDs
and covers a 34'x27' field of view. Since the start of operation in 2001, it has been generating more than 16 TB
of data for 2000 deg^2 of the sky.

Although the role as a deep and wide field surveyer was handed over to the new instrument, the Hyper-Cam,
the archived data still give us a lot of scientific values.

We have developed a fully automated data reduction pipeline, and the processed data has been released on
the JVO Subaru reduced data archive. In the last year, we updated the reduction pipeline to increase the mosaic
success rate, and all the data were reprocessed on JVO analysis system with 348 CPU cores in total. Those
data were released on the JVO portal in April of 2016.

The GUI interface of the Suprime-Cam archive on the JVO portal was also updated to incorporate the Aladin-lite
to display the data coverage of each image on the sky.

We present the algorithm of the updated reduction pipeline, processing environment, characteristics of the
mosaic images, and GUI of the JVO Suprime-Cam archive.
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ESA/ESAC

Gaia Downlink and Uplink Processing

Gaia is a survey mission with the aim to determine the positions, distances and proper motions of some 1.2 billion
stars. Launched at the end of 2013, it is now in its third year of operations, processing typically 40 GB of
compressed raw telemetry per day and at the time of writing the first Gaia Data Release will be made
available to the general public. This poster describes the downlink processing from raw telemetry from the
spacecraft up to the intermediate level where initial estimates of star positions are computed, and the uplink
system where payload change requests are issued in order to optimise the performance of the payload.
Problems, challenges and lessons learnt are discussed.
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Astronomical Institute of the Czech Academy of Sciences, Ondrejov, Czech Republic

Using  Machine Learning for Identification of Artifacts and Interesting Celestial Objects  in  LAMOST
Spectral  Survey

The LAMOST DR1 survey contains about two million of spectra labelled by its pipeline as stellar objects of
common spectral classes. There is, however, a lot of spectra corrupted in some way by both instrumental and
processing artifacts, which may mimic spectral properties of interesting celestial objects, namely emission
lines of Be stars and quasars.

We have tested several clustering methods as well as outliers analysis on a sample of one hundred thousand
spectra using Spark scripts running on Hadoop cluster consisting of twenty-four sixteen-core nodes. This
experiment was motivated by an attempt to find rare objects with interesting spectra as outliers most
dissimilar from all common spectra.

The result of this time-consuming procedure is a list of several hundred candidates where different artifacts
are prominent, but also tens of very interesting emission-line spectra requiring further detailed examination.
Many of them may be quasars or even blazars as well as yet unknown Be-stars.

It deserves mentioning that most of the work benefitted considerably from technologies of Virtual
Observatory.
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Archive, discover and match compact and diffuse objects on the galactic plane in the VIALACTEA
project

Among the scientific goals of the EU-FP7 VIALACTEA project, there are some related to the archiving,
discovering and accessing catalogues of infrared/sub-mm objects that are not simple point-like sources on
the sky, but compact or diffuse structures.

These structures may have more general shapes, bubble-like or filament-like the two categories identified by
the project.

Also, alongside catalogue search and access, a service to match compact sources that are located inside a
more diffuse structure like a bubble or a filament, is needed.

In this contribution we describe the scenario and catalogues related to the project scientific tasks and the
solutions put in place to grant the VIALACTEA (and astrophysical community) users interaction with these
compact and diffuse object catalogue data.

Topics span from shape and contour archiving inside a catalogue to fast catalogue cross-matching using
tessellation solutions.
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Reduce, Reuse, Recycle: The Success of the Kepler Transit Finding Pipeline and its Adaptation to the
Transiting Exoplanet Survey Satellite (TESS)

Building upon the great success of the Kepler mission, the team at NASA Ames Research Center is adapting the
Kepler Science Processing Pipeline for use with the Transiting Exoplanet Survey Satellite (TESS), which will
conduct a search for Earth’s closest cousins starting in late 2017. Tess will conduct an all-sky transit
survey of F, G and K dwarf stars between 4 and 12 magnitudes and most known M dwarf stars within 200 light
years. TESS will discover ~1,000 small planets and measure the masses of at least 50 planets of less than 4
Earth radii. For each 27.4-day period, TESS will observe a 24° by 96° swath of sky extending from near the
ecliptic equator to the ecliptic pole.

The TESS Science Processing Operations Center (SPOC) is being developed based on the Kepler Science Operations
Center. The pipeline will run on the NAS Pleiades supercomputer and provide calibrated pixels, simple and
systematic error-corrected aperture photometry, and centroid locations for all 200,000+ target stars,
observed over the 2-year mission, along with associated uncertainties. The SPOC will search for periodic
transit events and generate validation products for the transit-like features in the light curves. All TESS
SPOC data products are modeled on the Kepler archive products and will be archived to the Mikulski Archive
for Space Telescopes (MAST).

The TESS pipeline will search through all light curves for evidence of periodic transit signals that occur when
a planet crosses the disk of its host star. It will generate a suite of diagnostic metrics for each transit-like
signature discovered, and extract planetary parameters by fitting a limb-darkened transit model to each
potential planetary signature. The results of the transit search will be similar in content to the highly
successful Kepler transit search products (tabulated numerical results, time series products, and pdf
reports) all of which will be archived to MAST.

This presentation provides an overview of the TESS science pipeline and describes the development remaining
for the SPOC prior to launch in December 2017. We will discuss the peculiarities of the TESS data, how they
diverge from the Kepler data and challenges in automatic processing of such a large data set. The data rate
for TESS is about 10 times greater than that of Kepler and we will discuss improvements and optimizations to
the algorithms to allow the mission to keep up with the planned 27 day data processing cycle for each sky
sector.
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Max-Planck-Institut für extraterrestrische Physik, Garching, Germany

MCP - The Wendelstein Observatory Master Control Program

LMU Muenchen operates an astrophysical observatory on the summit of Mt. Wendelstein in the Bavarian Alps.
The 2m Fraunhofer telescope is equipped with a 64 Mpixel, 0.5 x 0.5 square degree FoV wide field camera (WWFI)
and a 3 channel optical/NIR camera (3kk). Two fiber coupled spectrographs (upgraded Echelle spectrograph
FOCES with wavecomb, and IFU spectrograph VIRUS-W, currently operated at the 2.7 m telescope at the
McDonald Observatory in Texas) and a wavefront sensor will be added in the near future. In addition we plan
to upgrade the observatories 40cm telescope and its camera and spectrograph for the students lab. The
observatory also hosts a multitude of supporting hardware, i.e. allsky cameras, webcams, meteostation, air
conditioning etc. All scientific instruments and related hardware are monitored by and can be controlled
through a single, central "Master Control Program" (MCP). We explain concept and implementation of the MCP
as a multi-threaded Python daemon. For all hardware devices we created wrapper device programs
translating the various device languages to a common interface. Within the MCP each device is controlled by a
separate device thread. Instruments are represented by meta devices combining different devices. The MCP
provides complete handling of the TCP socket connections, logging and database based configuration and an
externally available status database. The MCP has been built to enable complex automated observations
schemes. It supplies meta data for scientific data containers (i.e. FITS keys) and can be used to trigger simple
quicklook, calibration, or even full-fledged data reduction processes.
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Geneva Observatory, Geneva, Switzerland

MCMC algorithms at the service of exo-planets hunters

Exo-planetary research is a fast growing science domain. More and more astronomical instruments are
dedicated to exo-planet searches, collecting terabytes of data. In order to explore this huge amount of data
sophisticated algorithms are necessary. The Markov Chain Monte Carlo is a family of algorithms very well
suited for the exploration of the high dimensional space of parameters describing keplerian orbits. The Data &
Analysis Center for Exoplanets (DACE) contains a database with thousands of radial velocities measurements
and transit light curves amongst other observations. It also implements algorithms for treating, displaying,
optimising and exploring this data. One of the recently developed algorithms for fitting keplerian orbits is the
MCMC algorithm with two variations: the simple Metropolis-Hastings MCMC and its Change of Basis (CoB)
version. The simple MHMCMC is very efficient for well constrained orbital parameters, the CoB works better
for less constrained cases, such as when the orbits are not closed. The software was written in Java, whose
object oriented structure allows for nice integration of several solutions into the same scheme and
separation of the algorithm from the model. In this way, the DACE MCMC can be applied to any astrophysical
model within DACE. The DACE MCMC is directly linked to the DACE database, so it can be launched on the data
extracted from the DB on the DACE server or locally on the user computer. It can also be run on user private
data. The software development is still ongoing and future features will include the incorporation of
different models as well as the running of several Markov Chains in parallel with their solutions combined.
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The ALMA Science Archive: Construction

The construction of the ALMA Science Archive (ASA) is in full swing. We report about the work carried out since
the initial design and since a fist version went into operations. We present the features that were added as
well as the paradigm shift leading to the computation of "collapsed" metadata rows. Finally, we give an
outlook on the future development.
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Debian Astro: An open computing platform for astronomy

Over the recent years, the amount and quality of software for astronomy has grown significantly. Many
traditional software packages have experienced enormous progress. With Astropy, a completely new and
coordinated approach was developed. Despite of these developments, a lot of legacy software is still in use,
partly based on outdated dependencies, and sometimes even not maintained anymore.

The problem that arises is to maintain a consistent integration of the astronomical software packages into a
single usable system, while managing their requirements, and providing sensible defaults to the user.

Debian Astro is a Debian Pure Blend that aims to distribute the available astronomy software within the
Debian operating system. Using Debian as the foundation has unique advantages for end users and developers,
e.g. an easy installation and upgrading of packages, an open distribution and development model, or the
reproducibility due to the standardized build system.

We shall present the current status of Debian Astro and the experiences made in the packaging process. We
discuss the various upstream development philosophies and their impact on the integration within a free
operating system.
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PF-SPE : A spectroscopic redshift measurement and spectral features extraction prototype for EUCLID

Euclid is a space mission, currently under development, led by the European Space Agency. The reduction
pipeline has been organized in Processing Function. This contribution focuses on the Processing function "SPE",
the goal of which is to measure the redshift and the spectroscopic features of the objects observed with the
instrument NISP. We will define the different aspects of the PF-SPE reduction elements, the way to deal with
data and the insertion into the special environment that has been created for all Euclid developers. New
algorithms have been tested on simulated data and have shown really good results.
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HST/JWST Data Processing Performance under HTCondor/OWL

The workflow management system now used by the science data processing pipelines for the Hubble Space
Telescope (HST) and the James Webb Space Telescope (JWST) is called HTCondor/OWL, and consists of the widely-
used HTCondor batch processing software, and the Open Workflow Layer (OWL), developed at the Space
Telescope Science Institute (STScI). This paper will describe early performance results obtained under the new
HTCondor/OWL system when processing large subsets of the HST archive collection, and JWST ground test
data. Description of the computer hardware configurations and data, the performance metrics gathered, and
analysis of the overheads and efficiency measures for the system will be presented, along with a summary of
current issues and future development plans.
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All of the Sky: HEALPix density maps of Gaia-scale datasets from the database to the desktop

The Gaia Archive provides access to observations of the order of a billion sky sources. The primary access to
this archive is via TAP services such as GACS, which allow execution of SQL-like queries against a large remote
database returning a relatively small result set for client-side use. Such services are generally used for
extracting relatively small source lists according to potentially complex selection criteria. But they can
also be used to obtain statistical information about all, or a large fraction of, the observed sources by
building histogram-like results.

We examine here the practicalities of producing and consuming all-sky HEALPix weighted density maps in this
way for Gaia and other large datasets. We present some modest requirements on TAP/RDBMS services to
enable such queries, and discuss visualisation and serialization options for the results including some new
capabilities in recent versions of TOPCAT.
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Using Python and Databases to Monitor the Cosmic Origins Spectrograph

The Cosmic Origins Spectrograph (COS) was installed on the Hubble Space Telescope (HST) in May 2009. COS is
designed to perform high-sensitivity medium- and low-resolution spectroscopy of astronomical objects in the
far-ultraviolet and near-ultraviolet wavelength regimes. We present an overview of a new comprehensive
data repository, COSMO (COS Monitoring) that is capable of automatic data retrieval and reduction as well as
monitoring of the instrument. COSMO is written entirely in python and relies on a system of databases that
allow for dynamic querying across a wide array of data parameters. Calibration programs that monitor the
instrument’s stability and behavior have been integrated with COSMO to provide timely and accurate analysis
of the COS detectors.
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SKA : the A&A requirements and prototype

The Square Kilometre Array (SKA) is the world's most advanced radio telescope foreseen in the near future,
designed to explore some of the biggest open questions in astronomy, like the epoch of re-ionization, the nature
of gravity, the origins of cosmic magnetism, the possible life beyond the Earth, the galaxy evolution,
cosmology and dark energy.

One of the most challanging effort in the SKA era will be the massive and unseen huge amount of data and
computational resources requested to enreach the scientific discoveries. Strong interaction with the
Astronomical community is foreseen through the web access to data.

One of the most relevant topic in this scope is the user accessibility to Data acquired, particularly in the scope
of user and digital identity recognition.

Several technologies are available nowadays and a study and a prototyping work have done inside one of the
SKA consortia (Telescope Manager - TM) to investigate different requirements, aspects, constraings and
solutions requested by the project. An overview of the investigations is exposed and some architectural and
implementative solutions described.
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Compression of smooth one-dimensional data series using "polycomp"

Data compression is increasingly important in astrophysics, as the amount of data acquired by modern
experiments often needs hundreds of terabytes for the storage of raw data. In this talk I will present a few
usage cases of the C/Python library "polycomp", a library to compress smooth one-dimensional data whose
error is either zero or negligible. One of the algorithms implemented by "polycomp" combines the advantages
of polynomial least-squares fitting and the properties of the discrete Chebyshev transform. This algorithm
can lead to compression ratios larger than 10 in a number of realistic cases. I will show a few examples of
datasets that can be easily compressed using this approach, namely (1) spacecraft attitude information, and
(2) timelines of pointing information for a realistic all-sky survey experiment.
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Imaging SKA-Scale Data on Cloud and Supercomputer Infrastructure using Drops and a Data Flow
Management System

At ADASS XXV we presented the Drop concept and our investigation into managing the processing of Square
Kilometre Array (SKA) scale data volumes. In this paper we present the results of our ongoing effort to
develop a Drop-based data flow management system, called Daliuge, that can scale to the expected size of the
SKA phase 1, using either cloud or HPC infrastructure. It is a data driven execution framework compliant with
the SKA1 system requirements and architecture. It is scalable and its pluggable scheduling routines allow
workload optimization according to various criteria such as data locality and hardware configuration.

Daliuge is a functioning software system capable of executing a directed acyclic graph (DAG) across many
hundreds of computational nodes within a cloud or HPC environment. In addition we present a logical graph
editor, and a static scheduler that translates the logical graphs to the complex physical graphs (expressed
as DAGs) used by the Daliuge. Most Radio Astronomy pipelines involve iterative algorithms that require
repeated executions in loops; one key feature of the Graph Editor is that it can convert user-oriented cyclic
graphs into DAGs by unrolling these iterative loops. Moreover, the graph scheduler splits the high level
logical graph into chunks and distributing them across the nodes of the system such that the cost of data
movement or resource utilisation is minimised, making it significantly more efficient to deploy and run DAGs on
heterogeneous hardware resources.

To provide real life test scenarios we have continued our testing using the CHILES data and we have introduced
ASKAP, MWA and LOFAR data sets to ensure different approaches to radio astronomy pipelines can be
accommodated by the software. In addition we have used simulated SKA data to increase the data size to
closer to SKA phase 1 scale.

Daliuge is capable of using drops that are based on: files, directories, AWS S3 files, streams, NGAS, memory,
databases (both SQL and NoSQL), Linux programs, Python programs, Docker containers, and Bash scripts.

The results are extremely encouraging and have shown that the DROP concept is extremely flexible, and that
the Daliuge software is very scalable. The nature of the DAG means we are finding that the need to move data
is greatly reduced, a key requirement for systems work at the scale of SKA phase 1.

The software has been written in Python to run under Linux. All the software is open source and available
from GitHub.
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Centre for Astrophysics & Supercomputing – Swinburne University of Technology, Hawthorn, Australia

Collaborative visual analytics of large radio surveys

Radio survey datasets comprise an increasing number of individual observations stored as sets of multi-
dimensional data. In large survey projects, astronomers commonly face limitations regarding: 1) interactive
visual analytics of sufficiently large subsets of data; 2) synchronous and asynchronous collaboration; and
3) documentation of the discovery workflow. To support collaborative data inquiry, we present encube, a
large scale comparative visual analytics framework. Encube can utilise large tiled-displays such as the
CAVE2 (a hybrid 2D and 3D virtual reality environment powered with a 100 Tflop/s GPU-based supercomputer)
for collaborative analysis of large subsets of data from radio surveys. It also works on standard desktops,
providing a seamless visual analytics experience regardless of the display ecology. At the heart of encube is
a data management unit built in Python — making it simple to incorporate other Python-based astronomical
packages and Virtual Observatory capabilities developed within our community. We discuss how encube builds
a bridge between the CAVE2 and the classical desktop, preserving all traces of the work completed on either
platform — allowing the research process to continue wherever you are.
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The management of risks in the Euclid SGS

The management of risks is one of the critical aspects for a very large and complex project like the Euclid SGS
project (the project related to the Science Ground Segment of the Euclid ESA mission). The Euclid Consortium
which forms the SGS together with the SOC operated by ESA counts 9 SDCs (Science Data Centres) and 10 OUs
(Organization Units) for the definition of the Processing Functions which form the data processing pipeline, the
pipeline execution and the storage of the data produced by this execution and the computing infrastructure
used to run the defined pipelines.

The management of risks in Euclid SGS takes place within the ECSGS Project Office and is in charge of the PAQA
Managers (the ECSGS PAQA Manager is located in Trieste whereas the SOC PAQA Manager operates at ESA/ESAC,
Madrid). The PAQA Managers are in charge of the maintenance of the Risk Register which is the unique repository
where all risks identified within Euclid SGS are kept and managed. In carrying out this task the PAQA Managers
have continuous interactions with the Euclid SGS Managers (the ECSGS Manager and the SOC Development
Manager).

PAQA Managers are in charge of identifying and collecting all risks emerging within the SGS; each identified risk
has associated a likelihood of occurrence and a severity level; on the basis of these two parameters SGS risks
are located in three areas: the green, yellow and red area. Risks in the green area are considered not critical;
their occurrence can be accepted without undertaking reduction or mitigation actions for them. Risks coded as
yellow or red require to be properly managed, i.e. they are included in the "Main Risks" page, and proper risk
reduction and mitigation measures are specified for them. A risk can also be retired if its severity and/or its
likelihood drops under a certain threshold. Accepted risks may be retired also if they are considered to be
part of the “normal work” of the SGS.

The purpose of the proposed poster is to present in detail the classification of the risks in Euclid SGS as
mentioned before and the way risks are managed starting from their identification up to their insertion in the
Risk Register and the subsequent management/update during the lifetime of the Euclid SGS project.
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Application of HPC and vectorization solutions to data calibration and Hillas-method reconstruction
for Imaging Atmospheric Cherenkov Telescopes

Imaging Atmospheric Cherenkov Telescopes (IACT) detect cosmic gamma-rays by studying the electromagnetic
showers they create entering the atmosphere. IACT systems rely on the stereoscopic reconstruction of these
showers in order to obtain the direction and energy of the incoming gamma rays. In current experiments, such
as H.E.S.S., MAGIC and VERITAS, different reconstruction methods and algorithms are applied.

CTA, the construction of which is planned to start in 2017, will be the next generation of gamma-ray
observatory operating IACTs. The improvement of sensitivity with respect to the current instruments
will generate an unprecedented data-flow imposing severe constraints in terms of data reduction, real-time
and on-site analyses. This will demand to investigate faster and more scalable algorithms.

This work describes some high performance computing (HPC) and vectorization solutions, developed and
introduced for the first time in IACT’s field.

They are applicable to the data calibration and to Hillas reconstruction as a first step to more sophisticated
reconstruction algorithms. They have been developed in the framework of the ASTERICS-H2020 project and as
such are available as an open-source software package to the Astronomy, Astrophysics ad Astroparticle
Physics scientific community.
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The ASTRODEEP Frontier Fields portal

We present the public web portal providing access to data from four Frontier Fields (two clusters Abell 2744
and MACS J0416.1-2403, and two parallel fields) developed in the frame of the ASTRODEEP project.

The portal integrates several widgets to analyze the data. We use Aladin Lite to view HiPS images in ten
different bands, and color compositions. The ASTRODEEP catalogues for each field are displayed as a table in
the browser, and can also be displayed in a dataplot viewer.

All widgets are linked together, and the interactions allow the user to easily analyze individual catalogue
sources. The widgets rely on VO standards such as HiPS, VOTable and SAMP.

The architecture of the portal is flexible enough so that it can be easily reused for future ASTRODEEP
catalogues or other projects.
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The Role of the Euclid Archive System in the Processing of Euclid and External Data

The Euclid Archive System (EAS) is a core element of the Science Ground Segment (SGS) of Euclid. Euclid is an ESA
M2 mission which will create a 15,000 square degrees space-based survey. Two subsystems of the EAS, the Data
Processing System (DPS) and Distributed Storage System (DSS), provide the metadata and data storage for
Euclid data processing. These subsystems implement the Euclid Common Data Model and provide numerous
services for Euclid Consortium users and SGS subsystems. In addition the EAS-DPS assists in the preparation of
the Euclid data releases which are copied to the third EAS subsystem, the ESA-developed and managed Science
Archive System (SAS) where they become available for the wider astronomical community.

The EAS follows a data-centric approach to data processing where the EAS-DPS is responsible for the
centralized metadata storage and the EAS-DSS supports the distributed storage of data files.

The EAS-DPS implements the object-oriented Euclid Common Data Model using a relational DBMS for the storage.
The EAS-DPS supports the tracing of the lineage of any data item in the system, provides services for the data
quality assessment and the data processing orchestration. The EAS-DPS services are built on the forward and
backward conversion of Python objects to tables of relational database and extensively use the extreme
data lineage of metadata objects which is stored in EAS-DPS.

The EAS-DSS is a distributed storage system which is based on a set of storage nodes located in each of the nine
Science Data Centers of the Euclid SGS. The storage nodes supports a wide range of solutions from local disk
using a unix filesystem to iRODS nodes or Grid storage elements.

In this paper the architectural design of EAS-DPS and EAS-DSS are reviewed: the interaction between them and
tests of the already implemented components are described.

=== Abstract ends here

Please, note that this abstract is complimentary to the oral presentation "THE EUCLID ARCHIVE SYSTEM: A Data-
centric approach to big data"
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Beyond the Login: Transactional Randomized Authentication for Data DOwnload

For data management within the Subaru Telescope Archive, observers consistently report failure to
remember personalized logins and personalized passwords. We have numerous examples of users with one
password for all their user accounts from social media and commercial internet memberships through private
observatory-network passwords, users with all their logins and password written inside public email
mailboxes, users with pieces of paper in their wallet or on their desk or computer. The Subaru Telescope
started providing higher-security randomized logins and passwords for data-download, resulting in a
substantial percentage of users preferring transaction-unique randomized-authentication versus traditional
user-unique authentication for data download. By using long strings of random characters for each
download-authentication, we can better protect the privacy of both the user and our data: remove the
incentive for insecure storage of authentication details and decrease authentication failures due to human
error. We intend to extend this idea using a predicted and progressive system of randomized logins and
passwords that automatically advance to a new authentication-pair with each new download.
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OPERA: and open-source pipeline for escelle spectrographs

This article describes the algorithms implemented in the OPERA pipeline software package for the reduction of
cross-dispersed high resolution spectropolarimetric ESPaDOnS data. It is currently the only open source
software available for fiber-fed echelle spectrographs and spectropolarimeters that use an image slicer. We
describe the software organization and it's performance validation plus some novel processing methods
including a two-dimensional instrument pro� file that provides improved wavelength and flux calibration,
better polarimetric precision.
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Indiana University

SpArc: Preservation of 20 years of Spectrographic Data

From 1975 to 1995 the Fourier Transform Spectrograph (FTS) mounted on the Kitt Peak Mayall 4m telescope
collected spectra in the regime from 0.9 to 5 microns. Nearly 15,000 infrared spectra of ~800 distinct
astronomical objects were recorded and more than 120 papers were published as a result. The data in this
archive represents a valuable collection of historical observations, useful for long-term variability studies,
samples of precursor objects, or other instances where the value of the data is only apparent in hindsight.
However the FTS observations were stored on obsolete and inaccessible 9-track magnetic tape until a
preservation effort in the late 1990¹s transferred the data to an ASCII card image format. With the goal of
further improving accessibility these observations were recently converted to the standard FITS format,
with the original observational metadata preserved. The Spectra Archive (SpArc) portal was created to
disseminate this repository to the wider scientific community. SpArc is a freely accessible, flexible and modern
interface to the archival data, which requires no registration and the underlying software is open-sourced. In
this presentation we will discuss the motivations, methodologies and results of SpArc, which can serve as a
template for the successful preservation of valuable legacy astronomical data that lies forgotten in
similar caches at other institutions.
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NAOC, Beijing, China

Implementation of Stellar Parameters Estimation in ASERA

ASERA is short for A Spectrum Eye Recognition Assistant for Quasar Spectra, which helps users to eyeball
check quasar spectra. With the extension of many spectral templates, ASERA can also be used in the eyeball
inspection of galaxies and various types of stars except quasars. We recently add a new developed function in
ASERA to estimate the stellar parameters (e.g. velocity, Teff, logg and [Fe/H]) from spectral data from the
LAMOST survey. A remote server is developed to transfer the request from ASERA to ULYSS, which is a widely
used open-source software package written in the GDL/IDL language to analyze astronomical data. A bunch of
ULYSS fitting parameters are handled so users can adjust the fitting results accordingly by ASERA. Users can
enjoy the convenience of ASERA without having IDL and ULYSS installed in their own computer systems. The
LAMOST spectral FITS format is supported by default while others depend on the ULYSS package.
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Dish Washer: a software tool for RFI mitigation in single-dish radio astronomical observations

Radio Frequency Interference (RFI) is one of the most pressing problems in cm-wavelength world-wide radio
astronomy in particular for single-dish telescope observations. In contrast to interferometers, in single-dish

observations the astronomical and RFI signals are added coherently. As a consequence, RFI may easily
deteriorate the data and even prevent their scientific exploitation.

Due to both the increasing abundance of man-made interfering signals and the improved performance of the
telescopes backends, the impact of RFI at the Italian radio telescope sites is now a major concern and
strategies for its mitigation are to be applied.

In this poster we present the Dish Washer (DW) software for the detection and flagging of Radio Frequency
Interference in signals collected by single-dish radio telescopes.

Dish Washer has been developed at the Institute of Radioastronomy in the framework of a project of relevant
technological interest funded by the Italian National Institute for Astrophysics.

DW provides GUI and command line interface, this last through an interactive python console, and is currently
capable to handle data in the standard FITS format in use at the single-dish Italian radio telescopes.
Additional data formats from other telescopes can be supported via the integration of appropriate software
modules.

DW currently implements functionalities for manual interactive flagging plus some level of automatic
detection of RFI through dedicated algorithms. Its first public release is foreseen in the coming months as free
software under GNU General Public License.
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Extra-Trees for Photometric Redshift Estimation of Quasars

Based on the Sloan Digital Sky Survey (SDSS) DR7 and DR12,

UKIRT Infrared Deep Sky Survey (UKIDSS) and Wide-field Infrared

Survey Explorer (WISE), we obtain different cross-matched samples and use a kind of tree-based method,
extremely randomized trees (Extra-Trees) to estimate the photometric redshifts of quasars,

moreover compare the performance of this method with k-nearest neighbor algorithm (KNN). Our experimental
results show that the accuracy of predicting photometric redshifts is influenced by many factors, such as the
sample quality, sample selection, feature

selection and adopted algorithms. Optimal selection of samples and features contributes to the performance
improvement of a regressor. Extra-Trees get better performance than KNN in the low dimensional space while
KNN is superior to Extra-Trees in the high dimensional space.
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Prototype VOEvent Network System for the SVOM Chinese Ground Segment

We present the status of design, build and test of our prototype VOEvent network system for the SVOM Chinese
Ground Segment based on VTP and XMPP. the XMPP protocol enables cross-platform messaging and information
sharing among human users. We also present a demonstration of automatic VOEvent-controlled follow-up
observation, including triggering, observational data transferring, as well as other procedures.
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An Automated Galaxy Recognition and Redshift Measurement System for  Low-resolution Spectra

The automated spectral type recognition and redshift measurement is the target of the spectra reduction
system of modern telescope survey projects. In this paper, we illustrate an automated galaxy spectra
recognition system used in LAMOST low-resolution spectra reduction. The galaxy spectral reductin achieves
two goals: one is the galaxy spectra recognition , the other is redshift measuremet. Compared with the PCAZ
method based on the whole spectral data, which has been used in SDSS pipeline and other spectra survey
projects, this system is based on galaxy spectral lines detection and lines parameters measurement. The
results on the low-resolution spectra of LAMOST project show that the system can achieve 92% corect
recognition rate for the data with SNR > 5, and more than 80% corect recognition rate for the data with SNR >
2, while the accuration of redshift measurement is 0.0002 (60km/s). The galaxy spectra recognition system
has enhance the LAMOST galaxy recognition rate, especially for the low SNR data and the spectra data with
flux calibration problem.
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Long-term data management in the SAO RAS archive system

The data of experiments require archiving and reliable storage with accessibility and semantic reenterability.
In the SAO RAS in the early 80-ies for these purposes a digital archive of radio observations was created. Then
with the introduction of CCD cameras into observations in the late 80s we started to develop a data bank,
which united the different digital collections. Latter we realized an archiving system with a search
information system. To date, the archive capacity is 1.5 TB, also there are 0.5 million files and 1 million records
in the database. The system supports free web access to 16 local archives with digital collections of
different devices used, or been used in the telescopes of the observatory. Two servers with PostgreSQL
database each support the system. Each server data storage area has a similar structure and content. One
server supports and contains the working version of the system, the second one supports the test version,
with which we carry out and test all the new developments. The system was developed so that it was possible
to add a new collection. There is a possibility of hosting other Russian telescope archives. In order to provide
additional reliability of information keeping, archival data is still stored on the optical CD/DVD disks.

There is no doubt in the need for long-term storage of astronomical data. As example, the sky survey
conducted by the RATAN-600 in 1980, with the results of which it was obtained the first restriction on the
value of CMB fluctuations, then these observations we used to study the variability of the radio sources and
transients search. The life cycle of modern digital carriers is usually 5-10 years, that also applies to the
read-write hardware and software. So while changing magnetic, data and streamer tapes to hard drives some
of our collections, fortunately minor could not be read from the carriers for these reasons. A timely
migration of digital files on the modern carriers is required to ensure long-term storage of data. Recently, a
new storage media is appeared. It is the M-disc designed for long-term storage of unchanging data (http://
millenniata.com). We plan to make migration of the archived data to the M-discs. The manufacturer promises
shelf life of the disks up to 100 years but it is a predicted term. Nevertheless, it is not possible to completely
abandon from external carriers for long-term data storage and fully transfer the information to the
database only.
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Astronomical big data testing of astronomical data analysis software and systems

Big data is growing at a rapid pace, and one of the present hot trends in technology is the topic of big data and
products targeting the big data problem. According to IBM, 90% of the world’s data has been created in the
past 2 years, and with big data comes bad data. Seventy of enterprises have either deployed or are planning to
deploy big data projects and programs at present according to analyst firm IDG. Nineteen point two of big data
application developers say quality of data is the biggest problem they consistently face according to Evans
Data Corporation. Analyst firm Gartner says the average organization loses $14.2 million annually through
poor data quality. Experian Data Quality report states 99% of organizations have a data quality strategy in
place and 75% of businesses are wasting 14% of revenue due to poor data quality.

Astronomy has been one of the first areas of science to embrace and learn from big data. The amount of data
we have on our universe is doubling every year thanks to big telescopes and better light detectors. Most
leading research is based on data from a handful of very expensive telescopes located in deserts, on mountain
tops or on satellites in near-earth space. For example, with a modest cost of around $100 million and still
thriving today, the SDSS telescope produces about 200GB of data every night, adding to a database that stands
at around 50TB today. The scientific impact of the SDSS has been phenomenal: over 3000 papers on topics
ranging from comets to cosmology, generating today over 160000 citations. NASA’s Hubble Space Telescope
(HST) has had roughly 3 times the impact, but at roughly 100 times the cost. Undoubtedly, the data quality is
the key basis for the leading scientific findings. With the rapid development of space astronomical science,
there are so many astronomical satellite projects in operation or in plan. Then, how do we measure the
quality of data, particularly when it is unstructured or generated through statistical processes? How do we
confirm that highly concurrent systems do not have deadlock or race conditions? What tools should be used?
It is imperative that software testers understand that big data is about far more than simply data volume.

This poster will analyze and summarize definition, characteristics, process, types, methods, strategy, tools,
problems and challenges for both general big data testing and astronomical big data testing of astronomical
data analysis software and systems.
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APOGEO: an automatic management system for astronomical portals�

The Italian center for Astronomical Archives (IA2) hosts several web interfaces to provide access to
astronomical data acquired by various telescopes.

Building, management and maintenance of these portals could take a lot of time and errors can be introduced
by unsafe changes. Because these search interfaces have similar requirements it was possible to develop a
tool that is able to generate these portals in a standardized and reliable way, after a portal administrator
has performed an aided configuration process.

The tool, called APOGEO (Automatic POrtal GEneratOr), consists in a set of Java EE web applications: a
TAP_SCHEMA Manager, a portal skeleton, a generator wizard and a web service for managing asynchronous
portal jobs.

The TAP_SCHEMA Manager is used to configure the TAP_SCHEMA of the astronomical archive of which one wants
to generate the portal. The TAP_SCHEMA is a particular database schema defined in the Virtual Observatory
TAP standard and it is used to store metadata of other schemas.

Data stored into the TAP_SCHEMA is used by the generator wizard to retrieve information about the
astronomical archive structure. The wizard has a set of forms that allow inserting configuration data and an
interactive JavaScript tool that can be used to set up position of search interface components (labels, inputs,
drop down menus) simply using the mouse. On the final step the wizard adds to the portal skeleton some
generated files and builds a war package that can be deployed inside an application server (like GlassFish or
Tomcat).

The generated portal has a search form that allows searching on the archive. Search results consist in a
paginated table that shows data acquired by the scientific instruments and, possibly, the links to the related
files, if the user has access policy to the actual data.

The generated portal can be used both by anonymous and registered users. Users authorization is managed
using Grouper, an enterprise access management system provided by the Internet2 Community.

Generated portals include also features for downloading multiple files as a tar archive and generating
VOTables. This tasks are performed by the asynchronous service, that exploits the IVOA UWS recommendation.
Moreover metadata tables and data files can be sent using SAMP messaging protocol.
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